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Abstract: The focus of the research is to obtain reccurence formulas for the bivariate Lagrange
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PRELIMINARIES

The bivariate Lagrange interpolation problem is
very old and its classical solution is well known.
Gordon, in 1969, inm, was the first who purposed a
very nice and simple solution to this problem, based on
the so called method of parametric extensions. It can be
found also in'* >

It is well known that the Lagrange univariate
polynomial can be expressed in terms of univariate
divided differences and many nice properties of above
polynomials follow using the properties of the
univariate divided differences'™*'*'",

The notion of bivariate divided differences was
introduced by Popoviciu®®. These kind of differences
were also considered by Ionescu®, in the particular
case when the number of abscissas is equal with the
number of coordinates. A general definition was gived
by Ivan'.

Using the definition from'”’, in®® were investigated
some properties of the bivariate divided differences. In
the same paper'?, following the method of parametric
extensions, the bivariate Lagrange interpolation
polynomials were expressed in terms of bivariate
divided differences and some of them approximation
properties were recovered. Let us to recall some results
from'”, which will be essentialy used in the present
paper.

Suppose that D = [a, b]x[c, d] is a bidimensional
interval, C(D) is the set of all real valued functions
defined on D and m, n are non-negative integers such
that the points Xg,...,Xn €[a, bl, yo,....ya €[c, d] are
distinct.

The (m, n)-th order divided difference of f € C (D)
with respect the knots (xl, yp) € DGE=0,1,.
j=0,1,...,n) is defined in'”, by:

e X f
{ ) } ZZ (x;,¥;) 0
Yorrr Yy s b 1 (x,)V'(y )

=0

where:

wo=[Jo-x2 vo=[Jo-v» @

The bivariate Lagrange interpolation polynomial
associated to the function f € C(D) and to the knots (x;,
x) G = 01,...m, j = 01,...n) is the bivariate
polynomial of minim degree wich interpolates the
function f on the knots (x;, x;). It will be denoted by
L f(X; Xooeos Xm) or, for more simplicity, by L, ,f(x, y).

LY Yoren Y,

Inm, using the method of parametric extensions,
the polynomial L, f(x, y) was expressed in terms of
bivariate divided differences under the form:

L, fy)=1f(x,y,)+

ZZ(x X)X =X )= ¥,)- 3)

Xg»er X,
“(y=ya) if ]
Yoo ¥
The deal of the present paper is to establish a
reccurence formula for the polynomials (3), which are
similar to those verified by the univariate Lagrange
polynomials.

THE MAIN RESULT

We start by recalling the following result:
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Theorem 1: Let Xy, Xi,...,X;y €[a, b] be distinct points f
€ C[a, b] and L, f(x; Xo,....X,) is the Lagrange
interpolation polynomial associated to f and to the knots
X0».- - ..Xm, the following equality®”#1%!!:

Applying the operator L to the equation (6) it
follows:

(X = X)L £ (X, Y3 X gseers Xy ) =

(X = X0)Lnf (X; X (1o X ) = = (x = x)L3 Loy yf (X, Y3 X X ) = ®)
=(X =X)Lt f (XX g5 X ) — “4) —(x = X)L L} (X, Y3 X seeer X )-

—(x =X)L f (XX gsee0s X 1)
But DL f(x,y) =L, L3 f(x,y) =L, f(x,y), so that
from (8) we get:

X5X()seees X
(xm _XO)Lm,nfE 0 m}:

holds.

The analogous of Theorem 1 for the bivariate
Lagrange polynomials is expressed in.

YsY05-2¥Yn

Theorem 2: Let xo,...,.x, € [a, b], yo,...,¥a € [c, d] be

distinct points, D = [a, b]x[c, d], f € C(D) and

X; X500 Xy
=(x=xo)Lppnf| - )
Y:¥0s--2¥Yn

X;XO ..... Xm_l]

X;X(see0 Xy . .
Lynf be the Lagrange bivariate
Y:Y0s¥n

Y:Y05-¥n
interpolation polynomials associated to f and to the
distinct knots (x;, y;) (i =0, 1,...m,j =0, 1,...,n). The
following equality:

—(x— xm)Lm_Lnf[

Multiplying (9) by Y» 0 it follows:

XX g5 X, X;Xsees X
(X =X, =YL | | (xm'XO)(y“"y")L‘“’“f( . m}:
Y Y Y Y3¥0s-es Y
X5X e X, X;X ), X
=(X—X())(Y_Y<1)Ln]4 n—1f ] - :(X_Xo)(yn _yo)Lm—lsnf[ . mj_ (10)
’ YiYire Ya Y:¥05-¥n

X3X 5 X
_(X - Xo)(y —Ya )Lm—l,n—lf . h (5)
Y3 Yoo Yo

XXXy |
YiVisenYs

X5 X gseers Xy
+(x - Xm)(y - qu)Lm—l,n—lf .
YiYorees Yaa

_(X - Xm)(y - yO)Lm—l,nflf

X;X 5o X
-(x- Xm)(}'n - yo)Lm—l,nf .
Y:¥0>-+Yn

According to (7), we have:

X5 X15eee
(YH - yo)Lm—l,nf

Y:Yos--r

,xm]_
»¥Yn

X;X7,...,X
holds. :(y_YO)Lm—l,n—lf( ! m}— (11)
y;yl"“’yn
Proof: Let L}, L’ be the parametric extensions of —(y- yn)Lm—l,n—lf(Xle,m,Xm }
univariate Lagrange interpolation operator. According ¥:¥0>+>Yn-1
to (4) we have:
(X, =X)L F (X, ¥: X500 X)) =
=(x—x,)L £ (X, ¥;X,5000 X, ) = (6) (e = yollos nf[x;)q ..... mez
—(x=x )L f(X,¥;Xp0ees X, Y:Y05-¥Yn
X;X(5ee0 X e
. =(y- YO)Lm—l,n—lf( ) " j— (12)
(Y, =YL F (X Y3 Yo ¥, = YY1+ Yn

=(y-y )L f(X ¥y y,) — N
(Y=Y )L (K Y5 Ygoes Yor)
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From (10), (11) and (12) one arrives to:

X 2 ’Xﬂ)
(Xm - Xo)(Yn - Y())Lm,n [ ! J =
Yi¥oorer ¥

[ YiYie Y ]
-(x— Xo)(y - yn)Lm—l n-1 [ T J

=(xX=x)(Y=Y)L, .,

Y3YoseesYan

O’ - X m-1
)
X5 X5 Xy
Yi¥Yoreeos ynl].
Remark 1: We shall verify the equality (5) in the
following way. First, we observe that the left and

respective right side of (5) are bivariate polynomials of
degree at most (m, n). Next, the left side of (5) verifies

the equalities:
X3 X s X
(x m 0)(Yn - YO)Lm nf =
Yis Yoo ¥a

= (X, =X, —YOf (X, ¥))s
(V)ie {0.1,....m}, (V)je {0,1,...,n}.

(X =x )Y =YL, f

+(x=x Ny - yn)Lml.nlf(

Denoting by Q(x, y) the right side of (5) we
observe that:

Q(Xm Y()) =
X3 Xgseeor Xy

= (Xo - Xm)(y(l ~Ya )mel,nflf . =
Yor Yoo Yo

= (Xm - X())(yn - Y())f(xo’ YO)’

Qxp,y,) =

XosXgoeor Xy
=X, =x, )y, ~ yO)Lml,nlf[ j =
YosYioeeYa

=(X,, =x )Y, ¥ (XY,

Q(x,,,y,) =
X3 X X
( m Xa)(yo yn)mel,nflf . =
Y(I’Y()""’Ynfl
= (X, =X )V, =Y ) (X,,¥,)s
Q(x,,y,) =
XX e Xy,
= (X, =X )y, — YO)mel,nflf . =
YasYisees Yo
=(x,, =X )y, — Y )I(X,.y,)-

For anyie{l, 2,..., m-1} and any j € {1, 2,..., n-

1} it follows:

Qx;,y)) =

= (X, =X )(y; — Y (X, y,) — (%
(%, = X, (¥, =y E(x,y ) + (%,
=X, = x)(y, —y I (X, y) +(x
=(y, —Yo)X, = x)f (X, y))

_Xo)(yJ‘ - )’,,)f(xpyj) -
_Xm)(Yj - yn)f(x,7Yj) =
=X )Y, — Y (X, y) =

We can conclude that the left and respectively the
right side of (5) are bivariate polynomials of degree at
most (m, n) which coincide in the points (x;, y;) fori =
0, 1,...m and j = 0, 1,...n. It follows that (5) holds for
any (x,y) e D.

We shall apply the Theorem 2 for obtaining a
recurence formula for divided bivariate differences.

Corollary 1: For any distinct points (x;, y;) € D = [a,
blx[c, d] i = 0,1,...m, j = 0,1,...n, the following

identity:
Xgseenr Xy
(X, =X )Y, —¥,) =
Yoo ¥a
(X, X,
=(X=x )y —Y,) ;f}—
—(x—xo)(y—y"){yl oy }— (13)

_xo,...,x“H
—(x=x)(y—-vy,) if |+
Vi Ya

_xo,...,xmil
+Hx=-x,)(y-Vy,) ;f
y(]""’ Ynfl

holds.

Proof: It is immediately that the coefficient of x™ y" in
the left side of (5) is:

Xgseen Xy,
(X =X)(Y, = Yo) £,
YorrsYa

while in the right side of the same identity the
coefficient of x™ y" is:

Xy X Xy X
€= £ |-
Yo ¥a YorrssYon
_|:X°"“’X“‘1;f:|+ Xo’~'~’xm4;f .
Yiseeo Y Yoo Yoa
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Taking the identity (5) into account and using the
above remarks on arrives to (13).

Remark 2: In Corollary 1 we refinded the reccurence
formula for bivariate divided differences obtained in[z],
using the method of parametric extensions. So, we have
another confirmation for the validity of mentioned

result.
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