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Abstract: Problem statement: A mobile ad hoc network is a self-configuring netkwof mobile nodes
connected by wireless links. As the nodes aretéreaove randomly, topology of the network may cheang
rapidly and unpredictably. As a result, intermegliabdes in the communication routes tend to lose
connection with each other during the communicatimtess. In order to repair a broken link, an tend-
end (from source to destination) route discoveryycally performed to establish a new route for
communication. The mechanism results in huge coreation overhead and long delay in completion of
the communication. So, it is rational to locallpaé a link, as much as possible, than to discawehole
new route Approach: In the present article, we proposed a Link Stgbiihd Node Energy Conscious
(LSNEC) local route repair scheme for mobile ad hetwvorks. In case of breakage of a link from nade
to another nodeynn between a communication session, LSNEC instructo broadcast a ROUTE-
REPAIR message within its radio-range specifyiggonany successor of, iin the broken route, as a
desirable destination. If any node residing witle radio-range of ;nhas an already established
single/multi-hop path to any one of those destimetimentioned in the ROUTE-REPAIR message, it
sends a REPAIR-ACK message back toAttributes of REPAIR-ACK include the identificati number

(s) of the destination (s) as well as identificatmumbers, geographical positions (in terms ofudé and
longitude), radio-ranges and residual energiesodes present in the associated path to that déstina
along with the intuitively computed stability ohks between the consecutive nodes. The stability is
computed depending upon relative velocities oflkelved nodes, distance between them and therpisto
of survival of the link. The optimal path is chosi@pending upon the residual energy of nodes Jistaddi
links and number of hops in that pafResults. In simulations we compared the LSNEC embedded
versions of the protocols Ad hoc On-demand Distaneetor routing (AODV) and Associatively Based
Routing (ABR) with their ordinary versions as wa PATCH and “Quick Local Repair” scheme (to be
referred to as QLR subsequently in this study) eldbd versions. Both PATCH and QLR are well-
known local repairing schemes for ad hoc netwdtkis. found that, LSNEC-AODV dramatically saves
57% control overhead compared to ordinary AODV,732.compared to PATCH-AODV and 36.3%
compared to QLR-AODV. Similarly, LSNEC-ABR saves.2% control overhead than ordinary ABR,
10.7% than PATCH-ABR and 12.8% than QLR-ABR. Acdoglly decrease the power consumption of
network nodes and delay in recove@oncluson: The simulation results emphatically illustrate@ th
performance benefit of our proposed scheme LSNHGpaced to the other state-of-the-art local route-
repair schemes, in respect of control overheadativenergy consumption of the network, data packet
delivery ratio and route recovery delay. LSNEC igaspplication wherever an ad hoc network is used.
Please note that ad hoc networks are extremelylugemilitary and other tactical applications suah
emergency rescue, exploration missions and otleeasios w here cellular infrastructure is unavadéab
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INTRODUCTION wireless links without any static infrastructureodés in
this network are self-organizing and rely on edttieioto
A mobile ad hoc network is an autonomous systenrelay messages between the nodes. As the nodésare
made up of mobile nodes communicating throughto move randomly, the network topology may change
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dynamically. Thus the routing protocol must be ppad  of the localized route repair is estimated from the
with efficient local route-repair schemes to mamta history of distance between the current node awrd th
routes in spite of changing network connectivitg Boc  destination using a location prediction model.

networks are very useful in military, disaster gation, Quick Local Repair scheme using adaptive
where emergency rescue is necessary and no stafigomiscuous mode (QLR) (Youet al., 2006) and
infrastructure in available. PATCH (Liuet al., 2003) are two mention-worthy local

Routing is the most challenging problem in adjink recovery schemes. In QLR, after noticing
hoc networks. Much work has been done in this aregisconnection of a link from ,nto n,, n, broadcasts
and many protocols have been proposed. Of particulg4g| p message within its radio-range. Among the
interest is the class of on-demand source-initiateq,sqes that receive this message, those who knout abo
routing protocols which set up and maintain rofte® o 5ccessor of on reply with an APPROVAL

a given source to a destination on an “as needasisb message. After receiving the first APPROVAL

The on-demand routing protocols like Dynamic Sourcem ;
) essage, yand the successor of accordingly change
Routing (DSR) (Johnson and Maltz, 1996) and Ad hO%heir own routing tables and the local repair isrov

On-demand Distance Vector routing (AODV) (Perklns(Youn et al., 2006). On the other hand, if no such

and Royer, 1999) rely on global flooding of route- : .
request packets for route discovery and repairAPPROVAL message arrives ag, nroute error s

However, in a large or highly mobile network where reported_ to the source.of the c.:olmmunication anéva n
links break frequently, frequent route-discoveryd an route discovery session is initiated by the source.
repair based on global flooding will render higmeol ~ PATCH, on the other hand, is based on the expeatati
overhead and long recovery delay. Thus there isea n tha_lt if a direct Ilnk.fro_m Qto n, breaks off, there should
for better recovery mechanism that will providetfas €xist some 2-hop indirect route fromto n,. In order to
efficient and long-lasting alternative to the brokimk. ~ discover that 2 hop route, from hroadcasts a route-
Witness Aided Routing (WAR) (Aron and Gupta, request, specifying,mas the destination, with limited
1999), Associatively Based Routing (ABR) (Toh, 1996 time-to-live (sufficient for 2 hops). If no routeply is
1999) and Relative Distance Micro-discovery Ad hocreceived from pwithin a predefined time interval,n
Routing protocol (RDMAR) (Aggelou and Tafazolli, reports route error to the source receiving whicé t
1999) are mention-worthy routing protocols withithe source initiates a new route discovery to the datitin.
link repair mechanisms embedded. Upon link breakage In LSNEC, as soon as disconnection of a link from
WAR (Aron and Gupta, 1999) performs the localn, to n, is detected, nbroadcasts a ROUTE-REPAIR
recovery by broadcasting data packets with a premessage within its radio-range specifying or any
defined hop limit. This way it provides fast local syccessor of ynin the broken route, as a desirable
recovery but also induces huge overhead as the daistination. If any node residing within the racimge
packet is broadcasted as a recovery packetdlal.,  fy, has an already established single/multi-hop path t
2003; Younet al., 2006). ABR (Toh, 1996; 1999) ., one of those destinations mentioned in the RBUT
employs an _assouatlvely basgd routing schem_el_eotse REPAIR message, it sends a REPAIR-ACK message
the routes likely to be Iong_-llved. However, if iak back to n. Among the available options, the optimal
breakage occurs at a nodg ih reports about the route . ; X
error to the source provided it is closer to therse path is chosen depenq_mg upon the Tes'd“a'. ene‘rg)_/ 0
the nodes and stability of their links with their

than the destination. Then the source initiates et .
to-end route discovery to find out a suitable rdot¢éhe predecessors in that path. The more the presence of
lively nodes and velocity immune links in a

same destination. On the other hand, jfishcloser to e
communication path, the less frequent are the

the destination, it broadcasts a route-request avitlop , :
limit equal to the remaining number of hops it wasPhenomena of link breakages for them. Hence, in

supposed to travel before the link is broken. Othly LSNEC, the cost of link repair is much lesser anctim
destination is able to reply to this request. i§ Bucceeds time is saved during delivery of data packets.
then the route is remedied and no error is reportedSimulation results strongly support the performance
Otherwise, a route error is reported to the preskmrey  effectiveness of our present scheme.

of node g in the communication path ang repeats the

process. The recursive process incurs heavy contrd®elevant observationsand definitions: The following
overhead and energy consumption (ldual., 2003). practical observations in respect of behavior ohad
RDMAR (Gui and Mahapatra, 2002) employs a similarnetworks, influenced design of the LSNEC local link
approach of local repair as ABR. However, the ragio repair scheme:
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e According to the study of discharge curve ofe n; started operating in the network at timewith
batteries heavily used in ad hoc networks, at least battery capacity E
40% of initial battery charge is required by anye. n; consumed;&) battery power till time t
node to remain in operable condition; 40-60% of. data packets started to be delivered frqriomy in
the same is just satisfactory, 60-80% of it is good  the present communication session at timg t1
whereas the next higher range (80-100%) indicates  , ; packets are to be delivered betwegtomn in
that the associated node is very well prepared to  the present communication session among which

take part in communication as far as its energy is only 65 (t) (65 {t) <1, 9 packets could be delivered
concerned (Youet al., 2006) till current time t

e Higher the relative velocity of a node w.r.t. its

predecessor in a communication path, lesser is the g_,t) number of data packets were delivered from

possibility of survival of the wireless link oy in the present communication session in the

connecting them. The situation worsens if theime interval (t-t1 . Approximate timeys {t) required

nodes are far apart _ after time t for completion of the mentioned
« If the wireless link between a node and itscommunication from gito ny, i.e., for delivering the

predecessor in a communication path survives for femaining ft -0s (1)) number of data packets, is given
long time (without a break), then it has high crenc by: T

of survival in near future

« If in a communication session, link breakage, = (i.t 0. (1))/6. (t 2
occurs near the end of the session, then it ineticat Vod) = (ttlsd (TerBsd )6 LY @
that most of the data packets have already been Rate of energy depletion of at time t is gt)/(t-).

delivered to the destination and for delivering the oo :
Hence, energy consumed bytifl time (t+y; (1)) i.e.,
rest we do not really need a very stable route. O (t+y. (1)) is expressed as:

the other hand, if most of the data packets are ye
to be delivered, then we should be stricter asgar
stability of links are concerned, during the preces &t dD) = &) (s d-6)/(t6) )
of finding a suitable single/multi-hop alternatitee S0,02i(s,d,t) = 1- dt+ys {1))/E; (4)
the broken link '

a2,(s,d,t) also lies between 0 and 1.
Based on the above mentioned observations, we.

introduce the following terms that will be usefgrf Lively node: A node nis termed as lively at time t is
illustration of the LSNEC scheme. provided its remaining battery capacity at thatetiis at

least good i.eq1;(t)>0.6.

Residual energy quotient: The residual energy

: . X . Fighter node: A node nis termed as fighter at time t is
quotiental;(t) of a node pat time t is defined as:

provided its predictive energy quotient is betw&e

ali(t) = 1-g(t)/E 1) and 0.5.

Fighter route: A route is termed as a fighter provided
where, €t) and E indicate the consumed battery power all its nodes are fighters.
at time t and maximum or initial battery capacifyng . ] ] )
respectively. It may be noted from the formulation ~Lively route: A fighter route will be called lively
(1) that Gal;(t)<1. Values close to 1 enhance capabilityProvided all of its nodes are lively.

of ny as a router. Minimum communication delay in a multi-hop

path: Since the minimum length of a multi-hop path in
an ad hoc network, is 2, minimum delly;, for multi-
hop communication is given by:

Predictive energy quotient: The predictive energy
quotienta2(s,d,t) tries to predict at time t, the residual
energy quotient of node (n is a router in the present
communication path from sourcetn destination §) at [oin = 2 Ru/O (5)
the end of the present communication session batwee
ns and R. The computation takes into account the ratéWhere:
of depletion of energy in node and the time to deliver ¢ = Speed of the wireless signal
a packet from source to destination fi Please assume R, = The minimum available radio-range in the
the followings: network
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Maximum communication delay in a multi-hop

In the above formulation, () specifies velocity of

path: Assuming H to be the maximum allowable hopnode n at time t. ¢(t) and R signify the distance

count in the network, maximum number of routersiin
communication path is (H-1). i denotes the upper
limit of waiting time of that packet in message ge®f
any node and Ry denotes the maximum available
radio-range in the network, maximum delBy,, for
multi-hop communication is given by:

IMmax= H Rna{0+(H-1) T (6)

In the worst case delay or maximum delay

situation, a packet has to traverse the maximu
available number of hops i.e., H with length of leac
hop being the maximum possible i.e;.R Hence the
total distance traversed by the wireless signaltsn
worst case journey from source to destination is,HR
The signal velocity i i.e., a packet can traverseunit
distance in unit time. Hence the time requiredréawel
the distance of HRy, is (HR./0). This is the upper
limit of traveling time for a packet. Also the wiaij

time in routers are involved in worst case. Maximum

age of a packet in message queue of a router usnass

between pand n at time t and radio range of, n
respectively. All other symbols carry their usual
meaning. The situatiom;(t)<I mi,, indicates that either
n; is completely new as a neighbor toon ) did not
steadily reside within the neighborhood ¢fmen for a
time interval so small aS,,. Hence the link stability is
negligible, denoted by 0. On the other hand, if
w;(t)>I max it indicates that jnhas been continuously
residing within the neighborhood offor more than the
time span that may be required at most, for a ngessa
o traverse from its source to destination. In this
situation the stability is 1. Otherwise, the rafw;(t)-
i)/ (MTmaxTmin) 1S used to predict future of the
neighborhood relation between and n based on its
history so far. Ifuj(t) is close tol i, the ratio ¢;(t)-
Foin)/(MTmaxTmin)  takes a small fractional value.
Similarly, it is evident from (8) that as;(t) approaches
Mmax Vvalue of the above mentioned ratio proceeds
towards 1.

Relative velocity of nw.r.t. rj at time t is given by
(vi(t)-vj(1)). Its effect onp;(t) is modeled as flt).

to bet and (H-1) is the highest possible number ofPlease note that ft) always takes a fractional value

routers in a path. So, the upper limit of waitinge of

between 0 and 1, even wher(ty = vj(t). As the

destination is (H-I) The maximum delay ., for
multi-hop communication is actually the sum totél o
the upper limits of the above-mentioned travelimget
and waiting time for a packet.

Link stability: Stability p;(t) of the link between the
nodes pand its predecessorin a communication path,
is defined in (7) where jnhas been continuously
residing within neighborhood of; rfrom (t-oo;(t)) to
current time t:

0 if @, ()<
B;(t)= 1 if @ (t)< T 7
[W] f1; (t) f2, (t) otherwise
Where:
fL(t) = {21-(M()-vi()1+1)} ®)
and:
2,(t) = {1-0; ()/(R+1)} )

increases, it leads to the decrease in value gf)fl
which in turn, contributes to increase the linkbdtty.

f2;(t) expresses the dependence fgft) on the
distance between the nodgsand n at time t. Sincen
is the predecessor of at time t, pmust be within the
transmission range (or radio-range) @fah that time.
Since Rdenotes the radio-range qf apper limit of the
distance g(t) between pand pat time t is R As per
the expression of f2&) in (10), it also acquires a
fractional value between O and 1. AgtHl increases,
f2;(t) decreases enhancing the link stability. Nott,th
B (t) always ranges between 0 and 1.

Residual packet load ratio: Let, in a communication
session from sources 1fio destination § T 4 packets
were to be delivered among which orfy{t) (8sdt)
<1, ¢ could be delivered till time t. Then the residual
packet load rati@ s (t) is given by:

Es.dl) = 65,dD)/Te

From (10) it is evident thag  (t) lies between O
and 1.

(10)

Stable link: A link will be called stable provided its
stability is more than the residual packet loadoraf
the communication session at that time.
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Stable route: A multi-hop route will be called stable
provided all of its links are stable.

Detailed description of LSNEC: Below we illustrate

n.1 searches for at least one fighter route. If nbtég
route is obtained, .3 broadcasts a route-request packet
to discover a route toynwith maximum allowable
number of hops being equal to (KB where ks

the local route-repair mechanism of LSNEC based o the number of hops in the path frogio n,;.

an established communication path C from sougde n
destination gs.t.:

Cimg - Ny - Mg > Miz > Maa Voo N > Ny

Please assume that the link from nodeto n., is
broken. In order to repair the route according to
LSNEC, n.; broadcasts a ROUTE-REPAIR message
within its radio-range specifying.g, n.s, ... Ns and Q
as the desirable destinations. After broadcasthmgy t
message, ;i waits for a suitable reply till the arrival of
the next data packet to it from source All nodes
residing within the transmission range of.,nwill
receive the message. If any of them, sgyhas an
already established single/multi-hop communication
path to any of those mentioned destinations, itlsem
REPAIR-ACK message back to.f1 If n, has an
established path to.p then this will be termed as a
candidate alternative to the broken link from nadle
to n.,. This candidate alternative begins at nogand
terminates at . Please note that, several other suct
candidate alternatives may generate frgmAithough
all of them begins atjntheir termination point may be
any one of the nodes i+ Nig,...Nux OF Iy
Corresponding to each of those candidate altermty
the broken link, the following information are
propagated to ;n embedded in the REPAIR-ACK
message:

(a) ldentification number of the node at which the
candidate alternative terminates (any one of, n

Mis3, ... Mek OF )

(b) Identification numbers of the routers present ia th N livelynodes and
. op hops in multiple
path, in proper sequence fromyrto the specific fishterroutes with
destination mentioned in (a) highest mumber of
(c) Geographical positions of the nodes mentioned ir stable links?
(b) in terms of latitude and longitude, in same
sequence as (b)
(d) Radio-ranges of the nodes mentioned in (b) in the
same sequence as in (b) and (c)
(e) Residual energy quotients of the nodes mentioned Select any fighter route with minimum hops
in (b) in the same sequence as in (b), (c) and (d) among those with highest number o flively
() Stability of the links between the consecutive nodes withnthe class of candidate

nodes appearing in the sequence specified in (b)

Among all the REPAIR-ACK messages that arrive
at n., till the arrival of next data packet tofiom n,

Isa fighter
route
available?

v

Y

Initiate a route discovery
forn,with no. ofhops

(H-heo )
MMultiple
Selectthe fighterroutes
fighter route with highest
with highest mumber of
number of stable links? V]
stable links

Select the fighterroute with
highest number oflively
nodes among those with

maximumstable links
.

Equalnumber of
livelvnodesin
multiple fighter
routes with highest
number of stable
links?

v

Select the fighterroute with
minirmm hops among those
with highest number of
livelv nodes within the class
of candidate altematives
with maximum stable links

Equalmunberof

altematives with mazxmmenstable links

Fig. 1: Demonstration of LSNEC scheme followed
Ni+1

by
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Table 1: Simulation environment 2 8000 q

Mobility pattern Random way point, random walk § 7000 1

Traffic Constant bit rate 3

Transmission range 50 m = 60001

Mobility Pause time 10 sec, speed 0-35 ni’sec £ 50001 —+—AODV

Map 4000m300m, 2000re1600m b= —= QLR-AODV

Node number 40, 80, 120, 160, 250, 400 £ 40007 PATCH-AGDV

Simulation time 500 sec § 3000 4 LSNEC-AODV
2. 2000 1

If multiple fighter routes are available,nchooses the 5 10004

path with maximum number of stable links. In case 0 =

Lo . ) 0
availability of multiple such paths, the one withet 40 80 120 160 250 400
higher number of lively nodes among them is eleeted Number of nodes

optimal. In case of presence of equal number @fyiv
nodes in the fighter candidate alternatives withFig.2: Energy consumption in AODV compared with

maximum link stability, the one with minimum number its PATCH, QLR and LSNEC embedded
of hops among them, is elected as the optimal danteli versions

for repairing the broken link betweepnin& n;.,. If the

tie continues even after considering the numbéropfs, 6000 +

any one of the optimally stable and lively candédatis
elected. Figure 1 shows a flowchart to illustrate t

5000 -

procedure of LSNEC followed by.n 4000 1 —+—ABR
= QLR-ABR
MATERIALSAND METHODS 30001 PATCH.ABR
2000 4 LSNEC-ABR

The simulation is carried out on an 800 MHz
Pentium IV processor, 40 GB hard disk and Red Hat
Linux version 6.2 operating system. The simulatedi 0
is ns-2. Detail about the simulation environment
appears in Table 1.

1000 4

Energy consumption of the network

40 80 120 160 250 400
Number of nodes

Fig. 3: Energy consumption in ABR compared with its

RESULTS PATCH, QLR and LSNEC embedded version
12000 1

Simulations were carried out using ns-2 simulator _ 14000 -

which is a well known packet level simulator, to E

evaluate the proposed local recovery mechanism. Theg 80001 T AoDY
original AODV and ABR in ns are extended to include 2 6000 - " QER-AODY !
PATCH, QLR and LSNEC. Performance of original % PATCH-AODV
AODV is compared with PATCH-embedded AODV 0001 e LSNEC-AODV
(PATCH-AODV), QLR embedded AODV (QLR- 2000 |

AODV) and LSNEC embedded AODV (LSNEC-

AODV) in Fig. 2, 4, 6 and 8. Similarly, performance O T S0 120 160 250 400

the routing protocol ABR with its route-repair
mechanism, is compared with PATCH-embedded ABR

(PATCH+ABR routing protocol-ABR route repair  Fig. 4: Control overhead in AODV compared with its

mechanism), QLR embedded ABR (QLR+ABR routing PATCH, QLR and LSNEC embedded versions
protocol-ABR route repair mechanism) and LSNEC

embedded ABR (LSNEC+ABR routing protocol-ABR However, considerable improvements are also seen

route repair mechanism) in Fig. 3, 5, 7 and 9. from simulations run on a broad map of
In our simulations, high mobility is used suchttha 2000mx1600m. Lastly, simulations were run across

consistent breakages in the routes can be obsefeed. various densities. With increasing density, therage

emphasize the effectiveness of our proposedlegree (number of nodes with transmission ranga of

mechanism, a long map of 4000x30¢ is used, node) of the nodes keep increasing and thus the

such that the average route length is generalygl  possibility of successful local recovery aisorease.
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14000 - 25 4
12000 1 g
5 2 |
2 10000 5
3 —+— ABR s —+— AODV
4 2 = 2
2 8000 = QLR-ABR =3 = QLR-AODV
E 6000 PATCH-ABR =8 . PATCH-AQDV
= ] |
8 LSNEC-ABR 5 )
S 4000 3 2 LSNEC-AODV
éﬂ n——w
2000 4 S 0.5
=
0
0 80 120 160 250 400 0

Number of nodes 40 80 120 160 250 400

Number of nodes

Fig. 5: Control overhead in ABR compared with its

PATCH, QLR and LSNEC embedded versions Fig. 8: Average delay in route-repair per session i
AODV compared with its PATCH, QLR and

“;: LSNEC embedded versions
§ 90 4 : S
2 . —e— AODV 5 1.6 1
3 % — = QLR-AODV o L4
= 1 PATCH-AODV £ 12
H 75 LSNEC-AODV 2 14 —+ABR
-% 70 4 :E 08 QLR-ABR
ERCR ; g 0'6 ] PATCH-ABR
60 5 1 LSNEC-ABR
40 80 120 160 250 400 v;ﬂ 0.4 4
Number of nodes § 02 4
-
. . . P 0
Fig. 6: Percentage _of _data delivery ratio in AODV 10 80 120 160 250 400
compared with its PATCH, QLR and LSNEC Number of nodes

embedded versions

o - Fig. 9: Average delay in route-repair per session i

L9 ABR compared with its PATCH, QLR and
E 924 LSNEC embedded versions
ig 90 1 —e— ABR
e = QLR-ABR The results are averaged over 30 sets of atoal
= PATCE-ABR results and plotted at 95% confidence interval.
5 % LSNEC-ABR
E ] DISCUSSION
e ® m 1w 2 4o At low node density in the network, none of the
Number of nodes mentioned recovery schemes show much advantage.

in ABR Especially vyhen the number of nodes_ is as Io_w as 40
the connectivity of the whole network is not quji@od
and the problem of partitioning may be severe. Mdst
the transmission is successful only in small pgartg

Simulation metrics are percentage of data delivatipp ~ With short route length. In such situation, thealoc
(the number of data packets successfully delivaced recovery covers most portion of the whole partition
their respective destinations/the number of datkgts  already, thus we cannot see obvious control packet
transmitted by various sources), control overhd¢athl( saving at low density. However, as the density goes
number of control packets injected into the netyork higher, the connectivity of the network becomedhig
energy consumption of the network (summation oftransmission with longer route length can be forraed
consumed energy of all the nodes throughout theéhis stage. In such situations, local recovery se®
simulation period) and average delay in route-recpv start to show obvious improvement over end-to-end
per communication session (total recovery delaglin recovery scheme, as local recovery floods the route
communication sessions/total number of sessiort®. T repair request in a small region whereas end-to-end
delay is expressed in seconds. recovery floods the entire network. Moreover, ualik
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QLR and PATCH, LSNEC is concerned with stability Hence the number of occurrences of link breakage in
of links and remaining charge as well as rate @rgym LSNEC embedded protocols is much less than QLR and
depletion of the nodes. Hence, control overhead ilPATCH embedded versions of those. This resultién t
LSNEC embedded versions of protocols is muchreduction of delay in route-repair per sessionoAiste
smaller compared to their ordinary version and QLRthat, LSNEC-AODV produces huge improvement than
and PATCH embedded versions. Less control overheaQLR-AODV and PATCH-AODV compared to the
yields less energy consumption and less networkmprovement generated by LSNEC-ABR over QLR-
congestion as well. Decrease in network congestioMBR and PATCH-ABR. The reason is that, unlike
greatly reduces the possibility of packet collisidis a  AODV, ABR elects routes based on associatively
result, percentage of successful packet delivetyp ra between consecutive nodes where stability is predlic
increases significantly. For all the above-menttbne depending upon history of the neighborhood relation
protocols, packet delivery ratio is low when themtner  between the nodes. Percentage of performance
of nodes in the network is as low as 40. Thenattst enhancement produced by LSNEC embedded versions
increasing till the network is saturated with nodéer  of the protocols AODV and ABR compared to their
which the delivery ratio goes down again. The redso ordinary versions and QLR as well as PATCH
that, initially the network is partitioned and laiédata embedded versions are shown in Table 2 and 3.
packets fail to reach the destination due to
unavailability of routes. The situation gradualgpairs CONCLUSION
as the node density increases. After that, when the
network gets saturated with nodes, collision amibreg In the present article we propose a Link Stability
packets destroy some data packets before theyeativ @and Node Energy Conscious (LSNEC) local recovery
the destination. mechanism that tries to discover a stable and etierg
As far as delay in route-repair is concerne@iNEC ~ alternative to broken links. This reduces the pmlitsi
produces huge improvement compared to ordinar?f further breakage in the repaired portion of thete. _
AODV because ordinary AODV always goes for end-On the whole, vast improvements have been seen in
to-end route discovery instead of local recoveryras simulation results. The savings in te.rms of ”.‘.’der@‘f"
LSNEC, QLR and PATCH. After a link breakage, also prevents the network from being partitioned an

both QLR and PATCH communicate through the firstg;rt? g?’ Itrcl)ccr)?r?zlrnlgcg;ere?:gt/aerpacrlg?gcdoﬁgvigNEgos'l
available alternative. On the contrary, LSNEC waits y yp '

il th val of ¢ dat ket and ch h not choose the first available alternative, buttsvéor
W the arrival of next data packet and Chooses IN g4 of next data packet from source; examinks a
optimal one out of the options available. The optity

o ) e the alternatives arrived by that time and thenteléwe
criteria consist of remaining energy of nodes,rthaie  ,,1imal among them. This greatly reduces the contro

of depletion of energy and stability between gyerhead, delay in route repair and saves network

consecutive links. Preferring the stable links e&lthe  energy significantly. Future work consists of stindy

possibility of further link breakages in thegssion.  more extensively the performance of LSNEC with the
other ad hoc network routing protocols with other

Table 2: Performance enhancement produced by LSABDY different sets of parameters.
over ordinary AODV, QLR-AODV and PATCH-AODV

;%r\é%c- LSNEQCI‘_—QODV LSNE'EA—JA_\SSV REFERENCES
over over - over -
Performance metric AODV (%) AODV (%) AODV (%) . .
% of data delivery ratio _ 21.20 18.87 18.15 Aggelou, G. and R. Tafazolli, 1999. RDMAR: A
Control overhead 57.00 36.31 32.70 bandwidth-efficient routing protocol for mobile ad
Energy consumption 54.68 37.50 31.11 ;
Average delay in route- g 50,89 1843 hoc ne_tworks. Proceedings of _the 2nd AQM
repair per session International Workshop on Wireless Mobile
Multimedia, Aug. 20-20, ACM Press, Seattle,
Table 3: Performance enhancement produced by LSNBR-over Washington, United States pp: 26-33. DOIL:
ordinary ABR, QLR-ABR and PATCH-ABR 10.1145/313256.313272
LSNEC-  LSNEC-ABR LSNEC-ABR  Argn, |.D. and S.K.S. Gupta, 1999. A witness-aided
ABR over over QLR over PATCH . . .
Performance metric ABR (%)  -ABR(%) -ABR (%) routing protocol for mobile ad hoc networks with
% of data delivery ratio 7.40 4.29 5.00 unidirectional links. Proceeding of the 1st
Control overheac, 29.30 12.80 10.70 International Conference on Mobile Data Access,
nergy consumption 28.14 12.00 11.89 .
Average delay in route- 21.90 8.19 9.84 Dec. 16-17, Springer-Verlag, London, UK., pp: 24-33
repair per session http://portal.acm.org/citation.cfm?id=746196
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