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Abstract: Problem statement: This study considers the precision of the outpues generated from aberrant
input series in the context of the distributiontbé dynamic estimate and also investigate relatiegit of
analyzing residuals with outliers for a volatiliigput dynamic modelApproach: The study developed a
methodology for checking volatility at every timeipt and evaluates the influence of volatility andliers on
both the estimates of the fitted Dynamic Model (Démd test criterion for model adequaBgsults: Both the
analytical and empirical findings in this study eal that outliers affect significantly the estingief the
dynamic model and there was a masking effect ddtility with outliers in the series and therefoeepardizes
test criterion for model adequacy because outligles were embedded in its computatiGonclusion: The
analysis of outlier in dynamic model specificatian involve the determination of volatility, mospecially in
economic series for which causal relationship qaiffgr some evidence based solutions to decisidkersaon
pressing economic issues. The model specifiedisnstidy has shown the influence of outlier embddaith
volatility in empirical study on dynamic functionaatelling. In the first instance, outlier significgnaffects the
estimates of the model, apart from this; the madsidual is affected, these have a combine effacthe
precision of output generated.

Key words. Dynamic model, volatility outliers, model specifican, model analyzing residuals, outlier
series, series generated, outlier contaminateajatd deviation, outlying observation

INTRODUCTION the need for studying the behavior of volatility
economic time series.
The problem of fitting dynamic model in time In this study, we consider the estimation of the

series analysis is one challenge of testing modeflynamic parameter space and the analysis of the
specification, especially when there is need forresiduals of a dynamic model in the presence dfesut
measuring the precision of the generated outpuésser iNPUt series embedded with volatility.

based on the inference about the parameters, dsisvel

test of adequacy of fitted model is the presence of MATERIALSAND METHODS

outlier and volatile input series. Sarnagitaal. (2010)

have emphasized that outlying observation may bePecification of outliers based dynamic modelwith
strong enough to ruin any kind of traditional meteof ~ Measure of volatility: Let the Dynamic Model (DM) of
estimation and much effort in time series analysis ©rder (P, @) (DM (p, 9)) be defined as:

geared towards overcoming or alleviating the pnoble

of outlying observation in data analysis. Volailiin 3(B)Y, = wB)X, +&, @)
international commodity price usually emanate from

two main sources, either through a change in worldVhere:

prices or fluctuation in exchange rate (George

Rapsomanikis and Alexander, 2006); the state of th66(B):Zp:6jBi’60:Lm(B):imjB andy, = . B is the
two major sources determine the eventual domestic j=0 i=0

trade price of a commodity over a period of timende  backward shift operator defined @&v =w,_, .& is the
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stochastic disturbance term at time t and theneidelay « The function h(t) is significantly volatile for all
in the response of Y to a change in X, this is a&sl time t

Suppose that the autocorrelation & is the « The series ¥ D, and Rt) are stationary and
characterized by an Auto-Regressive-Moving Average  mutually independent af

(ARMA) of order (r, s) defined as Eq. 2: * The errors g are additive with respect to the
influence of Y, D, and K(t)

s‘:% (2) e The errors {@ are stationary, independent and
identically distributed normal with mean 0 and téni
varianceo’

where@B)=> @B, 6(B)=) 6,8 and@, =6, = _{e} are
=0 =0

) ) The {Yg, {X ¢} and{D+} are bounded and for fixed
the uncorrelated normal deviates with mean 0 and

varianceog’. p, g and m; the limits of the matrices 1>y Y
The combined dynamic disturbance model is then: !

t-j

n m
H 1 iml T
llirlﬁzl:xt_kxt ., and nllT?TZ; D, D exit and are

3(B)Y, = w(B)X, +22 3
B, =X+ ) positive definite.
The estimation procedure discussed above will be
limited to the dynamic admissible parameter space
abbreviated as DAP&(w).
X =7 +DE (4) The issue of how to measure volatility has geeerat
v i series of ideas; various methods proposed inclbde t
where, Z is an outlier free volatile series and the moving standard deviation of percentage changes in
A ) ) exchange rate (Ait-Sahalia and Hansen, 2005) aad th
volatility in Z, is measured by(p)=0/p, whereg is the  periodic volatility (Ederington and Guan, 2004).€Th
standard deviation of the outlier free observatimnghe  generalised volatilityo, for p used in this study is
given period. D is the magnitude of the outlietiate t  defined as Eq. 7
=1when t=T

=T ande] = . T is the timing occurrence of ¢, =0,p” =h(p=1) (7)
=0Owhentt T

the outlier. where, 0, is the variance of the outlier free time series ,

From Eq. 1 through (3), we derive the dynamicgiven thats®;is known, then Eq. 8
outlier model as Eq. 5:

Now assume a gross error model gn af outlier
contaminated input series, we obtain Eq. 4:

2 | — 2 2 2 zpzo-s
B(E)Y, = B () +DF |+ ©) E[0?]=0pand Var¢Z, = § Varg} . (8)

We assume that n is large and the normal disioibut
test statistic can be used to test the significdnthe
volatility at time t.

Given the fact that the distribution of dynamic
parameter space does not influence the disturbspame
(Shangodoyin, 2008), we have the outlier based dima

structure as Eq. 6: Estimation of auto covariance and parameters of

Y 2SO0 | O | outlier dynamic volatility model: We can rewrite Eq.
t

LT T EE) 3(8) (6) (5), an outlier dynamic volatility model of order g
=m(B)h (H+ R (DM (p, 9)) as Eq. 9:
The R in the second part of Eq. 6 is the residual of 8(B)Y, = w(B) [Zf(t)]+eI 9)
the outlier induced model and for the model in &quwe
make the following assumptions: And definez (ty=z, +DE . Multiply Eq. 9 by

e All X, in (4) are suspected outlier, in other words, . N
) . Y., r=1,2,.....K and take expectation gives:
& =1 for all t = T unless otherwise confirmed with ' ' R P on g
the procedure for testing presence of outliersy(Tsa 2(B)E(Y.Y.-) =w(B)[E(Z/()Y,-) ]+E(&Y,.,) . but for all
1986) r>1 this expression reduces to:
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3(B)y, (r) :Q)(B)[VYZA (r)] (10) Variance of R; and test of adequacy: We have earlier
defined the resident in the outlier DM volatilityoarel in
Since3B® =5 _, andw B =, , then by Eq. 10 we Second part of Eq. 6 as R

_ W(B)D&! -1 — -1
estimate the Auto Covariance Functions (ACF) of theWhereR‘ =m0 (B =8(B)D, +.6 (B .
output series as Eq. 11: Following T say (1986), the magnitude of the outlie
based on the least squares theory is:
p-1

V() =28y, (1) + i&mp ) (11) D, =W(B)R, where P=6 (B)X=
= =0 o =(1-6,B~..-6,B" - ..)X,

3(B)

Clearly the ACF of dependent variable of the

dynamic model defined in Eq. 5 is embedded wittiierut With  ¢(B)=(1-8B-6,8°-....0,B")" are
volatility input. obtained after fitting ARMA model to the outlieref
To estimate the parameters of the dynamic modeferies h(t). By assumptions (ii) and (iii), the variance
) o ) of R is Eq. 14:
we differentiate) e with respect tod(B) and w (B)
= Var(R)= 0(B)yol _ +8&7(B)o? 14
respectively to ar(R)=©(B)y o, +0°(B)o, (14)
d(zn:ez) n n L . .
give;a(gizs)):z{zé(g)yf _ZQ(B)YIZI“(t)} , that is Eq. 12: From (13) it is evident that for an outlier
t=1 =1 contaminated series, the variability in the redidnadel
i is increased b§8(B))’c; ~ and the precision of the
dQ ) n n R .
= 3(B)> Y2 -w(B)> YZ (1) =0 (12) output generated can be measured througn]h the warian
=1 t=1 3 X,
of R. The residual cross-correlatiop, =——=—— is
D xided?

WQd) ) n )
Also, mﬂ{;&B)YtZt(D ‘;qB)Zf(t)} andthus  employed in checking adequacy of fit, because large
) } cross-correlation  between {e}and {X} reveals

S inadequacy in the dynamic structus€B)/6 (B). The test

=1 - N n _ - 2" - v
3(w(B)) _éé(B)YtZt(t) ;(‘(B)Zt (® =0 (13) criterion is the quantity® =n»’ (p,)* , which possesses
k=1
ha A? distribution with v-p-q degrees of freedom. The
guation derived above will be examined empiricaily
this study under results and discussion. with somak

Two major points of interest are noticeable in Eq.analysed data using a SYSTAT statistical package.

11-13. In the first case, the magnitude of theieuts We use as Series A data on Quarterly Nigerian
well as the volatiity in the input series have aAgricultural Export Crops between January, 2000 and
bandwagon effect on the autocovariance generated fAecember, 2010 as dependent variable taken alatig wi
(11), according to Chernicket al. (1982), this may the quarterly exchange rate over twelve years ltwe
jeopardize the autocovariance function as an estima 2000 and 2010. Series B is the quarterly sales of
and identification tool. Bartlett (1946) and Shamgyin ~ Botswana meat and meat product as dependent ‘eariabl
(2011) have claimed that where serieg (Z, Yi) are  and average monthly exchange rate between quarter 1
themselves auto correlated, the lagged cross-atimel 1997 and quarter 4 2003.
estimates can have high variance and the estimate a
differe_znt Iz_;\gs can be hig_hly correlated with onethar, RESUL TSAND DISCUSSION
this situation can be attributed to the presenceutifer
in series and masking of the volatility. In the et L . . . ——
case, the contribution of series, Bnd K(t) on the Empirical |IIustrat!c_)n (_)f outhq with volatility: We
estimate V =&, o) is readily seen in the derivations from €valuate the volatility input using Egs. 7 and 8thg
the normal Eq. 12 and 13. Finally the analysis ifier normal distribution test statistic and whenever the
in series may start with the elimination of volgtilas  Vvolatility is insignificant we neglect it effectstherwise
this may be masked with.D we eliminate the value of volatility usinglx(t).
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To examine the contribution of volatility(f) series
in DM model specification as well as its effectsoutput
series generated; we assume an outlier input sanies
the timing of the outlier are observed as well las t
volatility. The estimates of the dynamic structune
computed with their variances; the variance ofrtizalel
residual is computed and the actual test of adegisac
performed. A comparison is made between DM mode
with or without outlier input series. We shall now
analyses some series using the approach discussed.

model; but the test for the DM model with outlisrléss
when compared to what is obtained for outlier free
model. The test statistics indicates that both rsode=
adequate, but the power of the test for the modtabwt
outlier gives no room for questioning model adeguac
more satisfactory than what is obtained for outlier
gontaminated model.

Series B: The series is different once before attaining
stationary and we fitted the DM (1,1,1) models: =Y
Series A: This is an economic time series of size 44; we0-533 Y1 +0.728 X+ 1.950 X; + R and ¥ = 538 ¥4
fitted the DM (1, 1) models = 0.999 ¥; + X, +0.915 ~ +0.924 X+ 1.716 X, +R; to the series (¥X;) when the

X, + Rand Y, = X, + 0.808 X, +R, to the series when input is W_ith and \_/vithout _respec_tive_ly. In Table t_Ee
thtelinrit is outtlier ;ree e cﬁrlwtaiinated resplet;tlw model residual variance with outlier is 1.231 nmléiof

. o 7 the model residual variance without outlier. The
. .It. evident from Table 1 that vo!at|I|ty in seri@sis maghnitude of the standard error of the estimates, af,
significantly p[pronounced and series B does néfesu

cattt - : andw, are smaller for outlier free model than what
any significant volatility. We accordingly removhet  gbtained for outlier contaminated model, but thimese
volatility in series A and model the resultant eerwith

of wy for outlier free model is not significant. The ttes
and without outliers. The results are displayedainle  statistics rejects model fitted on outlier conteateal series
2 as adequate, where as the power of test model witho

outlier gives no room for questioning model adeguac
Table 1: Significant test on Volatility

Series data _ T-statistics DF =n-2  Probability enfark on ht CONCLUSION
A 3.15 10 0.001 Significant
B 0.111 19 0.515 Not Sig

Table 2: Estimates of the models fitted with th&tmndard errors in
bracket and value of the test criterion

The study made use of a statistical technique twhic
considers the time series prosperities of the bimsa
involved. This eliminates the possibility of spwso

f\e”es A§e”es Bse”es . Series  regressions and consequently avoids inefficieithastrs.
Type of Without  Without With Without The analysis pf Qutlier in DM modellin.g should
series Outlier outlier outlier outlier  involve the determination of volatility, most esjadly in
Nfumblef 2 Nil 5 Nil economic series suitable for use. The model destiiitp
%nﬁil:%e(rn 211 1234 Eq.3_thr_ough 13 ha_s a lot to recommend it. on _the
and 21 contributions of outlier embedded with volatilityr i
S-Estimate  0.679 0.489 0.533 0.538  empirical study on dynamic function modelling. et
8 (0.115) (0.142) (0.187) (0.174) . . o ,
5 _ 0.265 . . first instance, outlier significantly affects thstinates of
(0.144) the model, apart from this; the model residuaffiscted,
w- Estimate these will have a combine effect on the precisién o
o ?603?5‘1) ?6102103) ?d7s32182) ?59§§7) output generated. Secondly, the test criterion is
- 0.999 0998 1.950 1716 jeopardized as topl for measuring qdequapy of fit;
(0.082) (0.112) (0.883) (0.869) because outlier series are embedded in its conqutat
0.915 0.887
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