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Abstract: Problem statement: The primary objective is to propose efficient canckassification
techniques which provide reliable and significatdssification accuracy. To achieve this primary
research goal is to find the smallest set of géhascan ensure high accuracy in classificationgisi
supervised machine learning algorithms. The sigaiifce of finding the minimum subset is three fold:
(a) The computational burden and noise arising fimelevant genes are much reduced; (b) the cost
for cancer testing is reduced significantly asinimifies the gene expression tests to include anly
very small number of genes rather than thousandgnés; (c) it calls for more investigation inte th
probable biological relationship between these bmainbers of genes and cancer development and
treatmentApproach: The proposed method involves two steps. In trst §itep, some important genes
are chosen with the help of Analysis of Varianc&@VA) ranking scheme. In the second step, the
classification capability is tested for all simglembinations of those important genes using a tbette
classifier. Results: The proposed method initially uses Support Ved#iarchine (SVM) classifier.
Then Modified Extreme Learning Machine classifietused for increasing the classification accuracy
over SVM.Conclusion: The two datasets are used (Lymphoma and Liverecamnt the experimental
result shows that the proposed method performsaineer classification with better accuracy when
compared to the SVM methods.
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INTRODUCTION malignant cell. The immune system has the capgbilit
of identifying such events and is usually elimisate
Cancer is one of the dreadful diseases found isuch abnormal cells before they have an opportuaity
most of the living being, which is one of the proliferate. Rarely, there is a failure of the magism
challenging studies for research in the 20th centur and a potentially malignant cell survives, replsaand
There has been lot of proposafsom various cancer is the result.
researchers on cancer classification and detailed In this study, a simple yet very effective method
study is still on in the domain of cancer classifion.  using SVM (El-Naget al., 2002) and MELM classifier
Cancer (Alteret al., 2003) is fundamentally described that leads to accurate cancer classification using
by an abnormal, uncontrolled growth that may destoli expressions of two gene combinations in lymphoma
and attack other healthy body tissues. There dlierlsi  data set is proposed. This study is organized lasrs.
of cells in the human body and most of the celleehen  Section 2 describes some related works for the
inadequate life-span and required to be replaced in proposed system. The methodology for the proposed
cyclic manner. Each cell is capable of duplicatingsystem is provided in section 3. The experimental
themselves. Millions of cell divisions and replicats  results are shown in section 4 and this study coled
occur daily in the body and it is amazing that thein the section 5.
procedure occurs so accurately most of the timeyeve
cell division needs replication of the 40 volumes o Related works: Guyonet al. (2002) proposed the Gene
genetic coding. But, sometimes, there is some fault  Selection for Cancer Classification using Support
division and it may lead to a rogue and potentiallyVector Machines. In this study, the author addtéss
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problem of selection of a small subset of genemfro a powerful and efficient tool to observe thousanfls
broad patterns of gene expression data, recorded @enes and analyze their activeness in normal or
DNA micro-arrays. Using available training examplescancerous tissues. In general, microarrays are tessed
from cancer and normal patients, the approach taild measure the expression levels of thousands of ganes
classifier suitable for genetic diagnosis, as wslidrug a cell mixture. Gene expression data obtained from
discovery. Previous attempts to address this pnoble microarrays can be used for various applicationse O
select genes with correlation techniques. The authosuch application is that of gene selection. Gene
proposes a new method of gene selection utilizingelection is very similar to the feature selecfiooblem
Support Vector Machine methods based on Recursivaddressed in the machine-learning area. In a ntgbee
Feature Elimination (RFE). It is experimentally selection is the problem of identifying a minimust ef
demonstrated that the genes selected by our tagtmiq genes that are responsible for certain eventsefample
yield better classification performance and arethe presence of cancer). Informative gene seledtiam
biologically relevant to cancer. important problem arising in the analysis of micrap
Hernandez et al. (2007) presents a Genetic data. In this study, a novel algorithm is presefbediene
Embedded Approach for Gene Selection andselection that combines Support Vector MachinesMS)V
Classification of Microarray Data Classification of with gene correlations. Experiments show that tees n
microarray data requires the selection of subséts algorithm, called GCI-SVM, obtains a higher
relevant genes in order to achieve good classificat classification accuracy using a smaller numberetdcsed
performance. This article presents a genetic ermdadd genes than the well-known algorithms in the it
approach that performs the selection task for a SVM  Chenet al. (2001); Liao and Li (2007) and Liaa
classifier. The main feature of the proposed apgroa al. (2007) proposed a support vector machine ensemble
concerns the highly specialized crossover and moutat for cancer classification using gene expressiom dat
operators that take into account gene rankinghis study, the author propose a Support Vectorhitac
information provided by the SVM classifier. The (SVM) ensemble classification method. Firstly, datds
effectiveness of this approach is assessed usieg th preprocessed by Wilcoxon rank sum test to filter
well-known benchmark data sets from the literaturejrrelevant genes. Then one SVM is trained using the
showing highly competitive results. training set and is tested by the training seffiteeget
Chenget al. (2007) put forward the Classification prediction results. Those samples with error ptiic
of FTIR Gastric Cancer Data Using Wavelets andresult or low confidence are selected to trainsibeond
SVM. In order to improve the accuracy to diagnage r SVM and also the second SVM is tested again. Silpila
earlier stage gastric cancer with Fourier Transformhe third SVM is obtained using those samples, lwhic
Infrared Spectroscopy (FTIR), a novel method ofcannot be correctly classified using the second St
extraction of FTIR feature using Continuous Waveletlarge confidence. The three SVMs form SVM ensemble
Transform (CWT) analysis and classification usihg t classifier. Finally, the testing set is fed inte #nsemble
Support Vector Machine (SVM) was developed. To theclassifier. The final test prediction results candot by
FTIR of gastric normal tissue, early carcinoma andmajority voting. Experiments are performed on two
advanced gastric carcinoma, 9 feature parametems westandard benchmark datasets: Breast Cancer, ALL/AML
extracted with continuous wavelet analysis. With§V | eukemia. Experimental results demonstrate that the
all spectra were classified into two categoriesmm@  proposed method can reach the state of-the-art
or abnormal, which included early carcinoma andperformance on classification.
advanced gastric carcinoma. The accurate rate lgf po Cinaret al. (2009) gives the early prostate cancer
and RBF kernel was high in all kernels. The aceurat diagnosis by using artificial neural networks and
rate of poly kernel in normal, early carcinoma andsupport vector machines. The aim of this studyois t
advanced carcinoma were 100, 96 and 100%gesign a classifier based expert system for early
respectively. The accurate rate of RBF kernel indiagnosis of the organ in constraint phase to reach
normal, early carcinoma and advanced carcinoma weriaformed decision making without biopsy by using
100, 96 and 100%, respectively. The research resuiome selected features. The other purpose is to
shows the feasibility of establishing the modelshwi investigate a relationship between Body Mass Index
FTIR-CWT- SVM method to identify normal, early (BMI), smoking factor and prostate cancer. The data
carcinoma and advanced gastric carcinoma. used in this study were collected from 300 men (100
Song and Rajasekaran (2010) gives a greedgrostate adenocarcinoma, 200: chronic prostatism or
algorithm for gene selection (Lee and Lee, 2003eHa benign prostatic hyperplasia). Weight, height, BMI,
on SVM and correlation. Microarrays serve sciesti® Prostate Specific Antigen (PSA), Free PSA, age,
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prostate volume, density, smoking, systolic, diisto classification.SVM will build a separating hypeméa
pulse and Gleason score features were used arndthe space, one which maximizes the margin betwee
independent sample t-test was applied for featur¢he two data sets. To determine the margin, two
selection. In order to classify related data, toéher  parallel hyperplanes are constructed, one on eideh s
have used following classifiers; Scaled Conjugateof the separating hyperplane, which are "pushed up
Gradient (SCG), Broyden-Fletcher-Goldfarb-Shannoagainst” the two data sets. In the case of support
(BFGS) and Levenberg-Marquardt (LM) training vector machines, a data point is sighted as a p
algorithms of Artificial Neural Networks (ANN) and dimensional vector and it is needed to know whether
linear, polynomial and radial based kernel fundii@i can separate such points with a p-1-dimensional
Support Vector Machine (SVM). It was determined tha hyperplane. This is called a linear classifier.
smoking is a factor increases the prostate cariskr r As SVM are linear classifiers that are able talfin
whereas BMI is not affected the prostate cancerceSi the optimal hyper plane that maximizes the boumdari
PSA, volume, density and smoking features wereeto bbetween patterns, this feature makes SVM a powerful
statistically significant, they were chosen forssléication. ool for pattern recognition tasks. SVM have been
The proposed system was designed with polynomsida previously in gene expression data analysis (Canih
kernel function, which had the best performancepgpeck, 2003: Lit al., 2008). In this study, a group of
(accuracy: 79%). In Turkish Family Health Systeamiy  gy/\s with basic kernel functions are used. Theld fo
physician to whom patients are applied firstly, Wou 4s5 validation (CV) is carried out for SVM in the
contribute to extract the risk map of illness arckal training data set to tune their parameters. Thislyst
patients to correct treatments by using expereaystich includes CV accuracy for all of the data sets aridcés
proposed. the smallest CV error.

The procedure of cross validation is given in Hig.
Initially, the whole data set is randomly divideatd

Cancer classification proposed in this studytraining (F_l) and testing (F2) data. The genes are
comprises of two steps. In the first step, all geinethe _ranked using sa_mples of F1. The combination (FCl)
training data set are ranked using a scoring schem& 9generated using 2 genes among 20. Then FC1 is
Then genes with high scores are retained. In therse  Fandomly divided into 5 folds (fcl, fc2, fc3, fcha
step, the classification capability of all simpreotgene ~ fc5). From these folds one fold id selected for
combinations among the genes selected are tested i@sting. The other 4 folds are used as a classfiier
this step using a better classifier such as Supgeetor SVM. This combination is generated until better
Machine and Relevance Vector Machine classifier. ~ accuracy is obtained. Finally with the fitted SVM,

the prediction can be performed.
Step 1. Gene importance ranking: This step performs
the computation of important ranking of each gege b Modified extreme learning machine: A modified

METERIALSAND METHODS

means of Analysis of Variance (ANOVA) method. ELM technique which uses ELM and LM technique can
be described as below.

Step 2: Finding the minimum gene subset: This step Initially, the input weights and hidden biases are

attempts to classify the data set with single gaiter . aateq by with the help of AHP technique.

selecting several top genes in the important  ranki

Next, the equivalent output weights are analytycal
determined with the help of ELM algorithm only inst
step and randomly produce the output hidden biases.
Then, the parameters (all weights and biases) are
restructured with the help of LM algorithm. The
grocessing of Hybrid Extreme Learning Machine is

list. Each selected gene is given as an input ® th
classifier. When good accuracy is not obtainedisit
required to classify the data set with all possblgene
combination within the selected genes. Even ifghed
accuracy is not obtained, this procedure is repfesith all

of the 3 gene combinations and so on until the goo

accuracy is obtained. shown in Fig. 2. _ _
The following classifier is used to test 2-gene  The process for the Hybrid Extreme Learning
combinations in this study. Machine is described below:

Provided a training set N = {x}|x;,OR", t0OR",
Support Vector Machines (SVMs): Support Vector tOR™I = 1, 2,...,N} activation functions,f(x) and
Machines (SVMs) is a type of classifier that aetiof ~ f2(x) and hidden nodes namely and K of hidden
associated supervised learning methods used fdirst and second layer.
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Randomly divide the whole data set into
F1 for training and F2 for testing

Rank all the genes using the samples in Given a training set,
Fl activation function f1(x),
¥ f2(x) and hidden nodes
number N. K of two layers,

Using 2 genes among the top 20 to t=0
generate a combination (FC1) coun .

¥ v

Randomly divide FC1 into 5 fold. i.e.
fel, fe2.... and fc5

Initialize input weights w;. bl using AHP and
b, without AHP.

: ¥
Takeout a fold. e.g. fc1 for testing
Calculate the hidden first layer output matrix a;.
i Calculate the output weight w, (w, =a;>.t) using
Use the other 4 folds. i.e. fo2. fe3. fcd. ELM algorithm.

fe5 to fit a classifier a MELM

T !

Use the classifier generated in the Calculate the hidden second layer output matrix a,
Use another fold, e.g.. ; £ ! g ]
2. for testing previous step to classify the testing fold errors e, = t-a, and SSE (e;) over all input
= fel

]

c

v

Computes Jacobian matrix J* (w) for each input

Tested all the 5
foldsin FC1?

Calculatethe 5-fold CV accuracy

2
Solve Eq.
wi =[17 (W) (W) + ]I (wy).e(wy) to

obtain Awy. Update weight vectors wy.w- and bias
vectors b1.b2

Tested all the

combinations
among the top 20
genes?

Generate another
combination l

| Recompute the SSE (€2) using wyAwy I

Use the combination that achieved highest CV/
accuracy and all the samples in F1 to fit a MELM

'

Use the fitted SVM to predict the
samples in F2

Compute t= p* fy.

Fig. 1: Procedure for CV |

Step 1: Randomly choose the starting values of input - i
weight vectors wand bias vector jbwith the help of

AHP technique and bias vectop twithout using the ¢
AHP technique.

. . ) . Fig. 2: Hybrid ext I i hi
Step 2: Determine the hidden first layer output matrix 'g ybrid exireme fearning machine

8. With the help of ELM algorithm, determine the

) Step 4: Determine the Jacobian matrix. Calculate the
output weight:

sensitivities with the recurrence relations:
W, = _1.t _ gm/m

2 a’l S;n—f (nq )(Wm'-l)Tl%mrl
Step 3: Determine the hidden second layer output

. ) After initializing with the following equation:
matrix &, errors:

elzt—az S'qw:fm(nrqn)
And determine the sum of squared errors over all Augment the individual matrices into the

input. Marquardt sensitivities using the following equatio
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SHES SUNSY ’“__'g Table 1:Maximum accuracy achieved by the followammnbinations
q (By MELM)
1.4 1,6 1,9 1,15 1,16 1,17 1,18 1,19
Determine the elements of the Jacobian matrix Wit}’i ,s 421’2 3,195 iﬁ i,ig 215 2,17 218
the equations: 57 5.9 5,11 515 5,18
7.8 7,9 7,12 715 7,19
[Dih1= g\ x §*° 8,17 8,19
9,11 9,15 9,17 9,19
11,16 11,18 11,19
And: 12,13 12,17

SIEEEH 1820

Step 5: Solve equation given below to determifg, Table 2: Maximum accuracy achieved by the followamgnbinations

. : (By SVM)
E\nd update weight vectors;wn, and bias vectors:p 14 18 19 114 115 116 118
2: 2.4 2,8 2,9 211 214 215 2,16 2,18
4.7 4,12 4,17
AWk :[JT (Wk)lJ(Wk )+H I]T .\]T (V\{< )e(w : ;,187 7, 9 7,14 7,18
9.12 9,17
Step 6:Recalculate the sum of squared errors with thell,17 1218

help of w+Aw. If this new sum of squared error is iﬂ‘?‘
lesser than the evaluated error value in step3 thej71g
multiply p by Hgeo €t Weri=wWi+Aw, and process from 18,20
step4. If the sum of squared error is not decreabed i o
multiply p by pine and process from step5. In the_ first step, the 62 samples are _d|V|ded

The 5 fold Cross Validation (CV) is carried out fo andomly into 2 parts: 31 samples for testing, 31
MELM in the training data set to tune their paraenet  Samples for training. According to the ANOVA in the
This study includes CV accuracy for all of the dgg#s ~ training set, the complete sets of 4026 genesaauieed.
and selects the smallest CV error. Next, 20 genes with highest ANOVA is picked.

The procedure of cross validation is given in Rig. Then the proposed classifier is applied to clgssif
Initially, the whole data set is randomly dividetd  the lymphoma micro array data set. Initially, the
training (F1) and testing (F2) data. The genes ar§electe_d 20 genes are added one by one to the rketwo
ranked using samples of F1. The combination (F€1) jaccording to their ANOVA ranks. That is, only a two
generated using 2 genes among 20. Then FC1 @€ne that is ranke_d lis used_as the input to eheank.
randomly divided into 5 folds (fcl, fc2, fc3, fcha Then the network is trained with the_ training dsgaand
fc5). From these folds one fold id selected fotites subsequently, tested the network with the test sktta
The other 4 folds are used as a classifier for SVNs The excellent performance of proposed MELM
combination is generated until better accuracy ignotivated to search for the smallest gene subsets t
obtained. Finally with the fitted MELM, the predimn  can ensure highly accurate classification for there

can be performed. data set. Initially, it attempted to classify thatal set
using two gene tested for all possible combinations
RESULTSAND DISCUSSION within the 20 genes.

Table 1 shows the combination for achieving the

The experimentation on the proposed method ignaximum accuracy by usage of proposed method. The
carried on lymphoma data set and liver cancer datas 9ene combination chosen by the proposed methotl for
In the lymphoma data set, there are 42 sampleseteri gene are (1,4), (1,6), (1,9), (1,15), (1,16), (}.,1%,18)
from Diffuse Large B-Cell Lymphoma (DLBCL), nine and (1, 19). Table 2 shows the combination for
samples from Follicular Lymphoma (FL) and 11 achieving the maximum accuracy by usage of SVM
samples from Chronic Lymphocytic Leukemia (CLL). classifier. Some of the combination choose by S\6M f
The expression data of 4026 genes are includebein t choosing 1 gene are (1,4), (1,8), (1,9), (1,14)15)L
entire data set. Very few parts of data are misging (1,16) and (1,18).As the Table 1 suggest, more
this data set. For filling those missing valueselamest combination is obtained for using the MELM method
neighbor algorithm was applied. when compared to SVM method.
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Table 3: Accuracy comparison for using ANOVA witlo Nof Folds =
5 (Lymphoma dataset)

Accuracy
No. of gene
combinations SVM MELM
20,2 96.7742 100
20,3 98.7741 100

Table 4: Accuracy comparison for using ANOVA witlo Nof Folds =
10 (Lymphoma dataset)

Accuracy
No. of gene
combinations SVM MELM
20,2 96.7742 100
20,3 98.7741 100

Table 5: Accuracy comparison for using correlatigth No. of folds
=5 (Lymphoma dataset)

Accuracy
No. of gene
combinations SVM MELM
20,2 96.7742 100
20,3 98.7741 100

Table 6: Accuracy comparison for using correlatigth No. of folds
=10 (Lymphoma dataset)

Accuracy
No. of Gene
Combinations SVM MELM
20,2 96.7742 100
20,3 98.7741 100

Table 7: Accuracy comparison for using ANOVA witto Nof folds =
5 (Liver Cancer dataset)

Accuracy
No. of Gene
Combinations SVM MELM
20,2 89.3221 100
20,3 90.3226 100

Table 8: Accuracy comparison for using ANOVA witlo Nof folds =
10 (liver cancer dataset)

Accuracy
No. of gene
combinations SVM MELM
20,2 85.7741 100
20,3 87.0968 100

The resulted accuracy for using the lymphoma data

set is presented in Table 3-6 which uses differen
number of folds.

The resulted accuracy for using the lymphoma dat
set is presented in Table 3-6 which uses differen

number of folds. From these observations, it can be

suggested that the MELM method is better in

classifying the cancer.

Liver cancer dataset: The liver cancer data set
(http://genome-www.standford.edu/hcc/) has  two
classes, i.e., the nontumor liver and HCC. The data

contains 156 samples and the expression dataGxal,
important genes.82 are HCCs and the other 74 are
nontumor livers. We randomly divided the data &
training and 78 testing samples

In Table 7 and 8, the accuracy resulted for using
liver cancer dataset is presented. From these
observations, it can be suggested that the MELM
method is better in classifying the cancer.

CONCLUSION

This research focuses on the establishment of
efficient classifiers for micro array data usingtistical
ranking techniques and machine learning algorithms.
This research uses effective learning algorithm
approaches such as SVM and MELM. In the first
proposed approach, SVM algorithm with ANOVA
ranking is proposed for the classification of candde
second proposed method uses MELM uses the AHP
method. This proposed approach provides better
accuracy than the SVM approach. The performance of
the proposed approaches is evaluated based on the
performance measures such as accuracy. The
experiments are performed in two data sets namely
lymphoma and liver cancer data set. The experirhenta
results show that the proposed MELM approach shows
significant performance in terms of classification
accuracy. This is due to the salient featureshef t
proposed MELM approach which provides better
performance because of the advantages of SVM. Thus
it is clear that, the proposed “Modified Extreme
Learning Algorithm (MELM)” is very efficient in
cancer classification.
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