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Abstract: Problem statement: Existing lossless image compression schemes attenam prediction

in an image data using their Local Binary PattetBR) and their spatial neighborhood based
techniques. In the previous techniques such ago¥éguantization (VQ) and Gradient Adjusted
Prediction (GAP) the texture and non-texture regiare not classified separately. Texture and Non-
texture images prophecy has been a key factofficiezft lossless image compression. Hence, there is
a need to develop a more efficient image prediciéoheme to exploit these texture components.
Approach: In this research, an efficient visual quality teicjue for image compression is proposed.
The image is classified into texture and non-textteggions by using an Artificial Neural Network
(ANN) Classifier. The texture region is encodedhvitte Similar Block Matching (SBM) encoder and
the non-texture region is encoded with SPIHT ermgdResults: The proposed texture prediction
based compression is compared with the existingpcession techniques such as H.264 and JPEG.
From the result it reveals that the Peak Signdlase Ratio (PSNR) values of all the test images is
higher in the proposed technique as compared t&Jieehnique. Similarly PSNR values are low in
H.264 for all the images except Boat image whenpamed to the proposed technique. This result
concludes that the increase in PSNR indicatesthiebutput image has less noise as compared to
existing techniquesConclusion: The compression of the proposed algorithm is sopéoi JPEG and
H.264. Our new method of compression algorithm ba&nused to improve the performance of
Compression ratio and Peak Signal to Noise Ra®N®). In future this study can be extended to real
time applications for video compression in medioages.

Key words. Compression, Peak Signal to Noise Ratio (PSNR)utepatterns, Similar Block Matching
encoder (SBM), compression ratio, Set Partitiomingierarchical Trees (SPIHT)

INTRODUCTION image compression algorithms are, however, context-
based and they exploit the 2-D spatial redundancy i
In lossless image compression, the image iswatural images (Zhang and Adjeroh, 2008). Examples
compactly represented such that it can benclude LIJPG (lossless JPEG), Context-based
reconstructed without any error. This is important Adaptive Lossless Image Coding (CALIC) (Paatl
some applications whereby (for legal or medicalal., 2011) and SPIHT (Chopra and Pal, 2011). These
reasons), images have to be stored or transponted methods usually involve four basic components: an
such a way that they can be later recovered withounitial prediction scheme to remove the spatial
any change in the image. Lossless image compressiordundancy between neighboring pixels; a context
schemes either treat the image as a 1-D text sequen selection strategy for a given position in the imag
or make use of the 2-D contexts to improve themgdi modeling method for the estimation of the
performance. The former approach involves an initiaconditional probability distribution of the prediah
stage of 2-D to 1-D conversion and a text compogssi error given the context in which it occurs; and an
algorithm for compressing the 1-D sequenceentropy coding method based on the estimated
(Omer and Khatatneh, 2010). Some popular losslessonditional probabilities. Different lossless image
image compression methods (such as GIF, TIFF andompression schemes vary in the details of one or
PNG) are based on Ziv-Lempel coding algorithm aftermore of the basic components. Existing work used a
a raster scan of the image. Most successful Iassleprediction method called super-spatial structure
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prediction (Zhao and He, 2010). It is motivated byspecific approach is expecting to be superior t® th
motion detection in video coding, attempting todfin feature-specific approaches. One can model domain-
optimal prediction of structure components within specific knowledge as a set of constraints on the
previously encoded image regions. When comparetmage features and on the possible labels for each
to Vector Quantization (VQ) based image encoderspixel. A suitable constraint satisfaction model nisey
it has the flexibility to incorporate multiple H.26 use to attain a state such that the constraints are
style prediction modes (Chiangt al., 2011). In satisfied to a maximum extent. An example of the
neighborhood-based methods, such as Gradiemonstraint satisfaction scheme is a rule-based rexpe
Adjusted Prediction (GAP) (Chiang al., 2011) and system where the constraints described as rulés in
H.264 Intra prediction, it allows the block to finle  knowledge base.
most possible match from the whole image. In the  The back propagation algorithm is used in layered
previous techniques such as Vector Quantization) (VQfeed-forward ANN in which the artificial neuronsear
and Gradient Adjusted Prediction (GAP) the textame  arranged in layers (Omaima, 2010). Neurons send
non-texture regions are not classified separately. their signals “forward” and the errors are propadat
To achieve better image compression and encodinlgackwards. The network receives inputs by neurons i
efficiency by relaxing the neighborhood constraiah  the input layer and the output of the network gitgn
be traced back to sequential data compression (téan the neurons on an output layer. There may be one or
et al.,, 2009) and vector quantization for image more intermediate hidden layers are presented. The
compression (Santipach and Mamat, 2011). In seglient back propagation algorithm is a supervised learning
data compression, a substring of text is reprasgiity a method of training a neural net in which the iditia
displacement/length reference to a substring posiyo system output is compared to the desired output and
seen in the text. A lossless dynamic dictionarythe network to compute the error (difference betwee
compression technique is not competitive with ttadées  actual and expected results). The idea of the back
of-the-art such as CALIC (Pasdt al., 2011) in terms of propagation algorithm is to reduce this error, lunti
encoding efficiency. The image compression techesqu the ANN learns the training data. The training Insgi
such as SPIHT (Set Partitioning in HierarchicaléB)e with random weights and the system is adjusted unti
(Santhi and Banu, 2011) and the embedded zero @tavelthe difference between the two is minimized. Irsthi
tree (Dehkordiet al., 2011), are offered significantly study, an Efficient Visual Quality technique for
improved quality over VQ. image compression is proposed. The image is
Existing lossless image compression schemeslassified into texture and non-texture regions by
attempt to do prediction in an image data usingrthe using the ANN Classifier. The texture region is
Local Binary Pattern (LBP) (Son¢ al., 2010) and encoded with the Similar Block Matching encoder
their spatial neighborhood respectively. LBP just(SBM) and the non-texture region is encoded with
considers the uniform patterns in the images. ISPIHT encoding (Santhi and Banu, 2011).
discards important pattern information for images
whose dominant patterns (e.g., the specific paternmethods for texture classifier: An image usually
with the largest proportion among all the patte@®) comprises of texture and non-texture pattern.
not uniform. In addition, the features of theseAccording to the Human Visual System (HVS), even
conventional LBP are the histograms of the uniformthe minor changes in the non-texture regions are

patterns in a texture image. noticeable, while the changes in the texture region
are not easily identifiable. SBM method will be
MATERIALSAND METHODS suitable for texture region based compression to ge
better visual quality.
Texture and non-texture classification: In order to In this proposed approach, texture and non-texture

classify the texture-based region, the classifs&dueither regions are carried out based on texture featsad)
feature-specific or domain-specific. A feature-$fiec  as, contrast, correlation, energy and homogeneity.

texture classifier assigns a class label to eaddl pased An analysis has been carried out for texture featu
on the features corresponding to the pixel, indéeenof  in non-texture images as well as texture image® Th
spatial domain or transform domain knowledge. texture images are taken from Brodatz databaseeisnag

In  domain-specific classifier uses domain These images are taken individually and are segghrat
knowledge in the form of additional constraints tointo 4x4 blocks. The texture features are found for all
achieve classification. The performance of any doma these 44 blocks and the resultant will be<#4 vectors.
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Consider an image of 28856 from which the %4

Table 1: Texture features for non-texture images

blocks are separated, adding up to 4096 blockss,Ttha

final computed values arex4096-feature matrix for a peppers

Texture feature ¢4) block

single image. Totally 66 images are taken from the&siock 1

database and thus finally computed xd@96<66 feature

matrices. The non-texture images are collected fron§'ock3

Image
Contrast Correlation  Energy Homogeneity
0.0006 -0.2000 0.0008 0.0008
Block2  0.0003 -0.2102 0.0002 0.0003
0.0002 -0.3100 0.0001 0.0000

coral database. The above-mentioned process igdarr

out for non-texture images and their correspondingrable 2: Texture features for texture images

feature matrices are found out. The experimentallig

Texture feature ¢44) block

: : Brodatz
are given in Table 1 and 2 . . Textures D4 Contrast  Correlation Energy Homogeneity
Gray Level Co-Occurrence Matrix (GLCM) is gg7 03333 0.9077 0.2083 0.8333
created by flndlng the distance between plXG'S)llTrf Block 2 2.4167 0.2249 0.1111 0.5486
directions Texture features are extracting from thesiock 3 0.8333  0.2390 0.1806 0.6944
statistics of this matrix. The prominent featurefls o
texture pattern in an image are contrast, cor@iati -
energy and homogeneity. The accuracy increases i h;f”;”;aie

these features are all trained for more number of
images using a traditional classifier.

Contrast: Measures the local variations in the gray-
level co-occurrence matrix. Using the expression:

Contrast= > > (+ )° di,)

Correlation: Measures the joint probability occurrence
of the specified pixel pairs:

2.2 (bi)p (i) ~ ki,

Correlation= ——

0,0,

where, [y, HyHy, Ox andiy are the means and
standard deviations ¢ andpy p, (1) = i entry in the
marginal-probability matrix obtained by summing the
rows ofp (1, j)

Energy: Provides the sum of squared elements in
the GLCM. Also known as uniformity or theangular
second moment:

Energy => > p(i, i)’

Energy measures textural uniformity (i.e., pixel
pair's repetitions).

Homogeneity: Measures the closeness of the distribution
of elements in the GLCM to the GLCM diagonal:

Homogeneity= zz%
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Fig. 1: The Proposed algorithm model

Figure 1 represents the proposed approach in which
the 4x4 block is taken from the input image and classify
using ANN. If texture regions are found, the block-
matching algorithm is carried out along with H.264

encoding (Chianget al., 2011). If the non-texture

where, R is normalized value of co-occurrence mdari
givenby R=XP (i,]j)
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(b) @

Fig. 2. (a) Barbara image (b) Texture classificatio
(c) Texture region (d) Non-texture region

VAV AR A 4

L £ 7 7 Fig. 4: Sample texture model in real images (Brodat
® (a) (D-93) (b) (D-) (c) D-12) (d) (D-21) (c) (-
15) (d) (D-4)

)

v,

/ Consider Barbara image as an input image shown in
Fig. 2a. The corresponding texture classification b
using ANN classified technique is shown in Fig. 2b.

A The classified texture and non-texture images are
(b)

(a

(d) shown in Fig. 2c and 2d.

Q Similar block matching algorithm: The similar block
matching algorithm involves matching the pre-erigti
templates with the blocks in the image. The pretég

\ blocks are shown in Fig. 3 a-f. The sample texture
AN model patterns are obtained from Brodatz database
(e) ® images shown in Fig. 4.
) In the proposed SBM encoding technique, ANN is
Fig. 3: Texture templates model used to classify the texture blocks and non-texture

For proposed compression technique initiallyblOCkS- If a featured block is texture block, itlivbe
gray scale images are taken and converted to NxQonsidered as a reference block. Around the referen

blocks, then from each block texture or non-textureblock, a search area of85 bounding block is formed. In
regions are classified. The texture and non-texturé@eighborhood patterns search operation is perforioyed
region classifications are done by ANN superviseconsidering the neighboring<4 block of the reference
technique, based on the samples (66 non-texture aridock and compute the Bi-orthogonal wavelet tramsfo
66 texture images). for the two blocks.
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Fig. 5: Similar Block Matching (SBM) Process

The resulting transformed matrices take Mearvalues as mentioned above. SBM algorithmstore thaly
Absolute Difference (MAD) for finding the similatdzks  location index of similar blocks and discard the

between references and neighboring blocks. corresponding matrix value. Finally, all the matradues
The minimal distance block assumed to be similar t and the location indices of the similar blocks emeoded
the reference block (R). using H.264 encoder (Chiamgal., 2011).
Similar Block Matching Encoder (SBM) Algorithm: RESULTS AND DISCUSSION
Require: Image (512x512) |, Refblock (4x4)- Rf, The proposed texture prediction based
Search area (4x4=16)Sa compression is compared with the existing
Sh- search block compression techniques such as H.264 and JPEG: Tabl
For S1- height 3 reveals that the PSNR values of all the test anage
For S2. width high in the proposed technique as compared to J¥EG
Sb=1(S1, S2) shown in Fig. 6. Similarly PSNR values are low ir26#
[Dist, idx, bestblock] = MAD (Rf, Sb); for all the images except Boat image when comptored
Fbb = bestblock; proposed technique. This result concludes that the
If bestblock already found Fbb increase in PSNR indicates that the output imagdedss
Keep previous Fbb noise as compared to existing techniques.
End if Table 3 and 4 shows the comparison of PSNR
End for and compression ratio with existing techniques. The
End for texture features extracted from non- texture block
MAD Process returns Dist, idx, bestblock values are as shown in Table 5. That shows that the
Dist = Sort (Dist) feature values are minimum for the images taken.
Bestblock = best block selection Using Dist Table 6 shows the texture features extracted from

texture images. Texture values for texture blocies a

The Similar Block Matching process (SBM) is as Significantly p<0.05) high as compared to texture
shown in Fig. 5. Initially a search block of 45 is  values of non texture blocks. By this experimenis i
defined around the -reference block and the understood that the feature values of texture regie
neighboring 44 blocks meet the search criteria. If ahigher than non texture region. From the result it
similar block is found per MAD algorithm, then the reveals that the Peak Signal to Noise Ratio (PSNR)
corresponding matrix value and the location index a values of all the test images is higher in the pszul
stored separately. After completing the searchigliic technique as compared to JPEG technique as shown in
automatically finds the next reference block anfinds  Fig. 6a and 7b. Similarly PSNR values are low in
a new search block. Within this new search blotk, iH.264 for all the images except Boat image when
some blocks are similar to reference block stom thcompared to the proposed technique.
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107 mm 'PEG
 H264
E EVQ
=}
=
g
o
<
2 97
=)
3
S
8

Baboon Barbara Goldhill Lena

Test images- (512+512)
(a)

mmm /PEG
[ H264
. EVQ

10.0 -

hd
th
1

C'ompression ratio
O
o
1

8.5 A1

8.0
Peppers Boat  Couple Man

Testimages- (512x512)
(b)

Fig. 7: Comparison of Compression ratio (JPEG, & @nd Proposed Method)

Table 3: Comparison of PSNR (JPEG, H. 264 and me@poethod)

Test images Proposed
(512x512) JPEG H.264 method
Baboon 28.232 32.18 32.98
Barbara 32.896 34.58 34.98
Goldhill 33.588 34,51 34.89
Lena 35.808 36.40 37.10
Peppers 34.827 36.22 36.62
Boat 33.502 34.59 34.55
Couple 33.418 34.60 34.61
Man 33.372 34.87 35.10

Table 4: Comparison of compressionratio (JPEG, 6#.2and
proposed method)

Test images Proposed
(512x512) JPEG H.264 Method
Baboon 9.065 9.011 9.095
Barbara 8.961 8.132 8.991
Gold hill 8.198 9.292 8.998
Lena 9.301 8.831 9.801
Peppers 9.077 9.107 9.777
Boat 8.917 8.955 8.919
Couple 9.006 9.007 9.056
Man 9.068 9.061 9.768

This result concludes that the increase in PSNRrigure 7a and b shows comparison of compression
indicates that the output image has less noise amtio of various methods for Baboon, Barbara, Gold

compared to existing techniques.

hill, Lena, Peppers, Boat Couple and Man images.
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Table 5: Experiments results for texture featurewi-texture block Chiang’ C.K., W.H. Pan, C. Hwang, S.S. Zhuang and
Texture feature (44) Block S.H. Lai, 2011. Fast H.264 encoding based on
Images : . statistical learning. IEEE Trans. Circ. Syst. Video
Peppers Contrast  Correlation Energy Homogeneity Technol 21: 1304-1315 DOI:
Blockl _ 0.0006 _ -0.2000 0.0008 0.0008 echnol., ' - ' :
Block2 ~ 0.0003  -0.2102 0.0002 0.0003 10.1109/TCSVT.2011.2147250
Block 3 0.0002  -0.3100 0.0001 0.0000 Chopra, G. and A.K. Pal, 2011. An improved image
S:Octg g-gggg '8-?232 g-gggg 8-8385 compression algorithm using binary space partition
P ' e ' : scheme and geometric wavelets. |IEEE Trans.
Block 1 0.0006  -0.2200 0.0008 0.0003 Image  Process., 20: 270-275. DOL:
Block 2 0.0004  -0.2402 0.0003 0.0009 10.1109/TIP.2010.2056378
Block 3 0.0008  -0.3160 0.0001 0.0000  pehkordi, V.R., H. Daou and F. Labeau, 2011. A
Block 4 0.0001  -0.2319 0.0001 0.0002

channel differential EZW coding scheme for EEG

Block 5 0.0007  -0.1352 0.0000 0.0000 .
data compression. IEEE Trans. Inform. Technol.
Table 6: Ex_IE)eriments results for texture featuretexture block E(I)(?]r.q.%dg./,TlTB.20%.?217170231-838. DOI:
exture feature (44) block . .
Brodatz Omaima, N.A., 2010. Improving the performance of
Textures Contrast Correlation Energy Homogeneity backpropagation neural network algorithm for
D4 image compression/decompression system. J.
Block 1 0.3333 0.9077 0.2083 0.8333 Comput. Sci. 6: 1347-1354 DOI:
Block2  2.4167 0.2249 0.1111 0.5486 . ’ . ' '
Block3  0.8333 0.2390 0.1806 0.6944 10.3844/jcssp.2010.1347.1354 _
Block4  2.4167 0.3986 0.1528 05486 Omer, E. and K. Khatatneh, 2010. Arabic short text
Block5  2.0000 0.3333 0.3750 0.6667 compression. J. Comput. Sci., 6: 24-28.
glﬂ 1 21667 0.0295 03056 06736 DOI: 10.3844/jcssp.2010.24.28
Blocks 18333 02579 01904 o611 Paul, M, W. Lin, C.T. Lau and B.S. Lee, 2011. btre
Block3  3.4167 0.2921 0.1250 0.4514 intermode selection for H.264 video coding using
Block4  1.7500 0.2718 0.1250 0.5486 phase correlation. IEEE Trans. Image Process., 20:
Block5  1.2500 0.5826 0.2083 0.5972 461-473. DOI: 10.1109/T1P.2010.2063436
) o _ Santhi, M. and R.S.D.W. Banu, 2011. Enhancing the
Referring to the above statistics obtained basethen color Set Partitioning in Hierarchical Tree (SPIHT)
proposed theory, that can assure to achieve a good algorithm using correlation theory. J. Comput. Sci.
PSNR and compression ratio provide satisfactotigyh 7:1204-1211. DOI: 10.3844/jcssp.2011.1204.1211
quality reconstruction. Santipach, W. and K. Mamat, 2011. Tree-structured
random vector quantization for limited-feedback
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algorithm can be used to improve the performance of : R
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