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established to improve system reliability. An application using real time 

data is introduced to show the results and compare between different 

improvement methods.  
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Introduction 

In systems analysis, reliability can be increased by 

using components with high reliability or increase the 

number of redundant components. There are many 

techniques that used in increasing efficiency of a system 

such as reduction and redundancy. In reduction method, 

system reliability can be increased by reducing the failure 

rates of some of its units by a factor ρ such that ρ is a 

number between zero and one (i.e., 0 <ρ <1) (Sarhan et al., 

2004; Sarhan, 2009). Redundancy method is classified to 

hot, warm and cold standby duplication methods.  
In hot duplication method, some of the system 

devices are duplicated in parallel. In cold duplication 
method, some of the system devices are duplicated by a 
cold standby component via a switch which can be 
perfect or imperfect. In warm duplication method, some 
of the system devices are connected by a warm standby 
component via a switch which can be perfect or 
imperfect (Sarhan, 2009). 

Råde (1989) introduced the concepts of reliability 

equivalence factors. Råde (1993a; 1993b) applied this 

concept for parallel and series systems with independent 

and identical components with lifetimes follow 

exponential distribution. Reliability equivalence factor is 

defined as the factor by which the failure rates of some of 

system units should be reduced in order to reach equality 

of the reliability of another better system (Sarhan, 2005). 

Sarhan (2000) obtained the reliability equivalence 

factors of a series system consists of n independent and 

non-identical units by using the reliability function and 

mean time to failure as characteristics to compare 

different system designs. Sarhan (2002) extended the 

concept of reliability equivalence factors from simple 

series and parallel systems to some complex systems 

where he considered a radar system in an aircraft which 

consists of three independent and non-identical 

components with constant failure rates. Sarhan (2004) 

introduced the reliability equivalence factors of a bridge 

network system. Sarhan and Mustafa (2006) proposed 

the reliability equivalence factors of a series system 

which consists of n independent and non-identical units. 

Sarhan et al. (2008) introduced reliability equivalence 

factors of a parallel-series system assuming that the 

failure rates of the system units are constant. Sarhan 

(2009) introduced reliability equivalence factors of a 

general series-parallel system with independent units 

have lifetimes follow exponential distribution.  

Xia and Zhang (2007) studied reliability equivalence 

factors of parallel system assuming that the failure rates of 

the system units are dependent of time with lifetimes 

follow gamma distribution. El-Damcese (2009) 

introduced the reliability equivalence factors of a series-

parallel system when the system units are independent 

and identical with lifetimes follow Weibull distribution. 

Reliability equivalence factors for some systems with 

mixture Weibull failure rates were introduced by 

Mustafa (2009).  
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Khan and Jan (2015) introduced reliability evaluation 

of an engineering system using modified Weibull 

distribution. Mustafa and El-Faheem (2014) presented 

reliability equivalence factors of a system with mixture of 

n independent and non-identical lifetimes with delay time. 

Reliability equivalence factor of a parallel system subject 

to time varying failure rates is studied by El-Damcese and 

Alltifi (2013). Ezzati and Rasouli (2015) improved 

system reliability using linear-exponential distribution 

function. El-Damcese and Ayoub (2011) obtained 

reliability equivalence factors for n independent and 

identical units of a parallel system by using bivariate 

Weibull model. Reliability equivalence factors for a general 

series-parallel system in Burr type X distribution are derived 

by Migdadi and Al-Batah (2014). Shawky et al. (2013) 

introduced reliability equivalence factors in case of 

exponentiated exponential distribution.  

In this paper, a study of a parallel system consisting 

of n dependent and non-identical components is 

introduced. Reliability function of the original system is 

derived by using the concepts of copula subject to 

Weibull distribution. Reliability function of the original 

system is improved according to reduction, hot 

duplication, warm and cold duplication methods. 

Reliability equivalence factors are introduced to compare 

between different system designs. Numerical illustration 

and real time data application is discussed to show the 

results obtained in this paper.  

Copula Definitions 

Definition (1): Copula (Mangey and Singh, 2009) 

A d-dimensional copula is a distribution function on 

[0, 1]
d
 with standard uniform marginal distributions. Let 

C(u) = C(u1, u2,…,ud) be the distribution functions which 

are copulas. Hence C is a mapping of the form C: [0, 1]
d
 

→ [0, 1], i.e. a mapping of the unit hypercube into the 

unit interval. The following three properties must hold: 
 
• C(u1, u2,…,ud) is increasing in each component ui 
• C(1,…,1, ui, 1,…,1) = ui for all i ∈{1,…,d}, ui ∈[0, 1]  
• For all (a1,…,ad), (b1,…bd) ∈[0, 1] with ai ≤ bi we 

have: 
 

1

1

1

2 2

...

1 1

... ( 1) ( ,..., ) 0d

d

d

i i

i i

t i

C u u
+

= =

− ≥∑ ∑  

 

where, 
1 2

,

i ii i
u a u b= = for all i ∈{1,…,d}. 

Theorem 1: Sklar (Mangey and Singh, 2009) 

Let F be a joint distribution function with margins 

F1,…,Fd (not necessarily continuous). Then there exists a 

copula C: [0, 1]
d
 → [0, 1], such that for all x1,…xd in 

[ , ]ℜ = −∞ ∞ : 

 

1 1 1
( ,..., ) ( ( ),..., ( ))

d d d
F x x C F x F x=  (1) 

 

If the margins are continuous then C is unique; 

otherwise C is uniquely determined on Ran F1 ×…× Ran 

Fd, where Ran Fi denotes the range of : ( )
i i i

F RanF F= ℜ . 

Conversely, if C is a copula and F1,…,Fd are distribution 

functions, then the function F defined in (1) is a joint 

distribution function with margins F1,…,Fd. 

Definition (2): (Mangey and Singh, 2009) 

If F is a joint distribution function with marginals 

F1,…,Fd and theorem (Sklar) holds, we say that C is a 

copula of F (or a random vector X ~ F). If the marginals 

are continuous then C is the unique copula of F (or X). 

The copula is the distribution function of the component 

wise probability transformed random vector. 

Alternatively, we can evaluate (1) at the arguments xi = 

Fi(ui), 0≤ ui ≤ 1, i = 1,…,d and use the property of the 

generalized inverse to obtain:  

 

1 1 1
( ,..., ) ( ( ),..., ( ))

d d d
C u u F F u F u=  (2) 

 

where, F
← 
is the generalized inverse of F. 

Definition (3): Bivariate Farlie–Gumbel–Morgenstern 

Coupla 

Farlie-Gumbel-Morgenstern copula (Nelsen, 2006) is 

defined by: 
 

1 2 1 2 1 2
( , ) [1 (1 )(1 )]C u u u u u u= + φ − −  (3) 

 

where, ( 1 1)− ≤ φ ≤ and the independence corresponds 0φ = . 

Definition (4): Multivariate Farlie–Gumbel–

Morgenstern Coupla 

Gauvreau and Pagano (1997) considered a d–variate 

Farlie–Gumbel–Morgenstern (FGM) copula. The 

multivariate FGM copula is: 
 

1 1

1

1 2 ,...,
2 11 ...

( , ,..., ; ) 1 (1 )...(1 )
k k

k

dd

d kj j j j
k kj j d

C u u u u u u

= =≤ < < ≤

 
ϑ = + ϑ − − 

  
∑ ∑ ∏  (4) 

 

where, 
1
,....,

( 1 1)
k

j j
− ≤ ϑ ≤  for all 

1
,...,

k
j j . 

Original System 

A system consisted of n dependent and non-

identical units connected in parallel which considered 

as shown in Fig. 1. 
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Fig. 1: Parallel system 
 

Assume that the life time of each unit is T = (T1, 

T2,…,Tn) and Fi(t) is the distribution function of Ti. The 

joint distribution function is Pr{T1 ≤ t1, T2 ≤ t2,…,Tn ≤ 

tn} and the reliability function of each component is 

Ri(t), i = 1,2,…,n. From the Sklar theorem, there is an n-

dimensional copula function C that makes Pr{T1 ≤ t1, T2 

≤ t2,…,Tn ≤ tn} = C
n
(F1(t1), F2(t2),…,Fn(tn)), when each 

unit of a system is in parallel, the life time of the system 

is the largest in all the units, that is T= max(T1, T2,…,Tn), 

then the reliability of a parallel system can be expressed 

as (Hai et al., 2016): 

 

1 2 1 2

1 2 1 2

( ) Pr{max ( , ,..., ) } 1 {max ( , ,..., ) }

1 ( ( ), ( ),..., ( )) 1 (1 ( ),1 ( ),...,1 ( ))

n n

n n

n n

R t T T T t pr T T T t

C F t F t F t C R t R t R t

= > = − ≤

= − = − − − −

 

 

According the previous definition and multivariate 

FGM copula family, the reliability function of the parallel 

system of n dependent units is deduced as follows: 

 

 
 

where, ( )
1

1,...
1 1 ,...,

k
kj j

for all j j− ≤ ϑ ≤ . 

It can be written as follows: 
 

1 2 1 2

1 2

1 2 3 1 2 3

1 2 3

1 2

,

1

, ,
11

1,..., 1

( , ,..., ; )

1 (1 )(1 )

(1 )(1 )(1 )

... (1 )...(1 )

n

n

j j j j
j j n

nn

kj j j j j j
kj j j n

n n

c u u u

u u

u u u u

u u

≤ < ≤

=≤ < < ≤

ϑ =

 
+ ϑ − − 

 
 
+ ϑ − − − 
 
 
+ + ϑ − − 
  

∑

∑ ∏
 (6) 

 
Density function of multivariate FGM copula is 

deduced in the following steps: 
 

1 2

1 2

1 2

( , ,..., ; )
( , ,..., ; )

...

n

n

n

n

C u u u
c u u u

u u u

∂ ϑ
ϑ =

∂ ∂ ∂
 (7) 

and hence: 

 

1 2 1 2

1 2

1 2 3 1 2 3

1 2 3

1 2

,
1

, ,

1

1,..., 1

( , ,..., ; )

1 (1 2 )(1 2 )

(1 2 )(1 2 )(1 2 )

... (1 2 )...(1 2 )

n

n

j j j j

j j n

n

j j j j j j

j j j n

n n

c u u u

u u

u u u

u u

≤ < ≤

≤ < < ≤

ϑ =

+ ϑ − −

ϑ − − −

+ + ϑ − −

∑

∑

 (8) 

 

The reliability function of the system is defined as: 

 

1 2
( ) 1 ( , ,..., ; )

n
R t C u u u= − ϑ  

 

where, ui = Fi(t) is the distribution function of Ti, i = 

1,2,…,n. If the life time of each unit follows Weibull 

distribution with two parameters, then the distribution 

function and the reliability function of each unit will 

be given by: 

 

1 ,1 ,

1,2,..., , , 0, 0

j j
k k

j j
k k

k k

k k

t t

j j

j j

u e u e

for k n t

β β
   

− λ − λ   
   = − − =

= λ β > ≥

 

 

where, 
k
j

λ and 
k
j

β are the scale and shape parameters, 

respectively. The reliability function of the parallel 

system is obtained as follows: 

 

( )

( )

1 2

1 2

1 2

1 2

31 2

1 2 3

1 2 3

1 2 3

1

,

1

, ,

1

1,...,

1

( ) 1 1

...

1

j j

j j

jj j

j j j

n k
kk

k
k

t tn

j j
j j n

t t tn

j j j
j j j n

t

n

n
t

k

R t e

e

e

e

β β

ββ β

β

=

β

 
    − λ + λ       
  

≤ < ≤

 
     − λ + λ + λ          

  

≤ < < ≤

− λ

− λ

=




= − + ϑ



+ ϑ

∑+ + ϑ 


 
− 

 

∑

∑

∏

 (9) 

 

The reliability function of the parallel system is 

plotted for the following data: 
 

12 13 23 123 2

3 1 2 3 1

3, 0.6, 0.5, 0.7, 1, 0.06,

0.08, 0.4, 0.5, 0.7,0 0.1,0 5

n

t

= ϑ = ϑ = ϑ = ϑ = λ =

λ = β = β = β = ≤ λ ≤ ≤ ≤
 

 

and the result is shown in Fig. 2. 
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Fig. 2: Reliability function versus time and the failure rate λ1 
 

The density function of multivariate FGM copula is 
deduced as follows: 
 

1 2

1 2

1 2

1 2

1 2

1 2

1 2 3

1 2 3

3

3

1 2 ,

1

, ,

1

( , ,..., ; ) 1 2 1 2 1

2 1 2 1

2 1

j j

j j

j j

j j

j

j

n t t

n j j
j j n

n t t

j j j
j j j n

t

c u u u e e

e e

e

β β

β β

β

   
λ λ   

   

≤ < ≤

   
λ λ   

− −   

≤ < < ≤

 
λ 

− 

  
  ϑ = + ϑ − − − −
    
  

  
  + ϑ − −
    
  

 
 −
 
 

∑

∑

( )
1,...,

1

... 2 1
k

k

n
t

n

k

e

β
λ−

=

 
+ + ϑ −    

∏

(10) 

 
The probability density function of the parallel 

system will be given from the following relation    

(Liu and Fan, 2016): 
 

1 2

1

( ) ( ( ), ( ),..., ( )) ( )
n

n i

i

f t c F t F t F t f t
=

= ∏  (11) 

 

where, fi(t) is the marginal probability density function 

and c(F1(t), F2(t),…,Fn(t)) is the joint PDF of the copula 

function. Then PDF function of the original system is 

obtained as follows: 
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j
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n

e e

f t e e

e

β β

β β

β

   
λ λ   − −   

≤ < ≤

   λ λ   − −   
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λ − 

  
  + ϑ − −
    
  
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e
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β

β
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=
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 
 
 
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 
 
 
 

  
−   

   

  β  
 λ λ  

∏

∏

 (12) 

Using the same data in reliability function, results for 

the density function of the parallel system can be 

obtained which is shown in Fig. 3. 

The hazard rate function of the original system can be 

deduced as follows: 

 

( )
( )

( )

f t
h t

R t
=  

 

and hence: 
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Fig. 3: Probability density function f(t) versus time and the failure rate λ1 
 

   
 

Fig. 4: Hazard rate function h(t) versus time and the failure rate λ1 

 

Using the same data in reliability function, the 
results for the hazard rate function of the parallel 
system can be obtained which is shown in Fig. 4. 

Reduction Method 

In this method, it is supposed that the failure rates of 

a set r of the units of the system are decreased by 

multiplying by a factor ρ, 0 < ρ <1 and hence system 

reliability function is obtained as follows: 
 

1 2

1 1 2 2

1 2

1 2

. ,

1

( ) 1 1

j j

j j j j
t tn

red j j
j j n

R t e

β β 
    − δ λ +δ λ         

≤ < ≤




= − + ϑ



∑  

( ) ( )

( ) ( )

3

1 2

1 1 2 2 3 3

1 2 3

1 2 3

, ,

1

1,...,

....

1 1

j j

j j j j j j

k k
k r k k k r k

k k
k kk k

t t t
n

j j j
j j j n

t t

n

t t

k r k r

e

e

e e

ββ β

β β

∈ ∉

β β

 
     − δ λ +δ λ +δ λ            

≤ < < ≤

 
∑ ρ λ +∑ λ 
 −  

−ρ λ −ρ λ

∈ ∉

+ ϑ +


+ϑ



   
− −      

∑

∏ ∏

 (14) 

 
where: 

 

,
, 1,2,...,

1,

k

k

kj

j

k

if j r
for k n

if j r

ρ ∈
δ = =

∉
 

0.6 

 
0.4 

 
0.2 

 
0.0 

 

0.0 

 

 
     

0.05 

 0.1 

 

lambda [1] 

 1 
2 

0 

3 4 
5 t 



Neama Salah Youssef Temraz / American Journal of Applied Sciences 2018, 15 (1): 70.83 

DOI: 10.3844/ajassp.2018.70.83 

 

75 

Cold Standby Duplication Method 

In this method, it is supposed that a set c of 

components of the system are duplicated with a cold 

standby unit via a perfect switch. The reliability function 

of the improved system is obtained as follows: 
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Warm Standby Duplication Method 

In this method, it is supposed that a set w of 
components of the system are duplicated with a warm 
standby unit via a perfect switch. The reliability function 
of the improved system is obtained as follows: 
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Hot Standby Duplication Method 

In this method, it is supposed that a set of h 

components of the system are duplicated with a hot 

standby unit. The reliability function of the improved 

system is obtained as follows: 
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Reliability Equivalence Factors 

Suppose that at given time T = t the reliability 

function of the improved system according the reduction 

method can be written using the expansion of the 

exponential function as the following formula:  
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Suppose that at given time T = t, the reliability 

function of improved systems according cold, warm and 
hot duplication methods are given by Rcold(t) = α, 
Rwarm(t) = γ, Rhot(t) = σ, respectively. The reliability 
equivalence factors can be obtained as the solutions of 
the following nonlinear equations: 
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ϕ ρ = α ϕ ρ = γ ϕ ρ = σ  (19) 

 
Since these equations are non-linear with respect to ρ 

and is cannot be solved analytically hence numerical 
solutions can be obtained for the equivalence factors ρ. 

Application 

The introduced model will be discussed and results 

for the reliability function in different cases will be 

obtained assuming that the system consists of three 

components (n = 3). The reliability function of the 

original model will be given by: 
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The reliability function of the improved system 

according the reduction method assuming that r = {1, 2} 

will be given by: 
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where, the reduction method is applied on the first and 

second units only. 

The reliability function of the improved system 

according the cold standby duplication method assuming 

that c = {1, 2} will be given by: 
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The reliability function of the improved system 

according the warm standby duplication method 

assuming that w = {1, 2} will be given by: 
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The reliability function of the improved system 

according the hot standby duplication method assuming 

that h = {1, 2} will be given by: 
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Reliability Equivalence Factors 

Approximated reliability equivalence factors will be 

given from the following relation: 
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The reliability equivalence factors can be obtained as 

the solutions of the nonlinear Equation 19. 
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Real Time Data Application 

In many cases the values of the parameters of Weibull 
distribution are unknown and need to be estimated from 
real data. Here, real time data from Murthy et al. (2004) 
are used to obtain the maximum likelihood estimators for 
parameters of Weibull distribution which can be 
computed from the following relations: 
 

1
ˆ

ˆ
1

ˆ

1 1
1

ln( )1 1ˆ ˆ, ln( )

n
n n

i ii

i in

i i
ii

t t

t t

n nt

−
β

β =

β
= =

=

 
 λ = β = −
  

∑
∑ ∑

∑
 (20) 

 
Data set (1) complete data for failure times of 20 

electric bulbs: 1.32, 12.37, 6.56, 5.05, 11.58, 10.56, 
21.82, 3.60, 1.33, 12.62, 5.36, 7.71, 3.53, 19.61, 36.63, 
0.39, 21.35, 7.22, 12.42 and 8.92: 

The maximum likelihood estimators of λ and β for 
the first unit can be obtained using relations (20) and the 
results are: 
 

1 1

ˆ ˆ 18.604,  1.211λ = β =  

 
Data set (2) complete data for lifetimes of 20 

electronic components: 0.03, 0.12, 0.22, 0.35, 0.73, 0.79, 
1.25, 1.41, 1.52, 1.79, 1.80, 1.94, 2.38, 2.40, 2.87, 2.99, 
3.14, 3.17, 4.72 and 5.09. 

The maximum likelihood estimators of λ and β for 
the second unit can be obtained using relations (20) and 
the results are: 
 

2 2

ˆ ˆ 2.344,  1.196λ = β =  

 
Data set (3) complete data for failure times of 20 

components: 0.481, 1.196, 1.438, 1.797, 1.811, 1.831, 
1.885, 2.104, 2.133, 2.144, 2.282, 2.322, 2.334, 2.341, 
2.428, 2.447, 2.511, 2.593, 2.715 and 3.218. 

The maximum likelihood estimators of λ and β for 
the thrid unit can be obtained using relations (20) and the 
results are: 

3 3

ˆ ˆ 36.026,  4.304λ = β =  

 
Now, the following data will be considered: 

 

1

2 3 1 2 3
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0.6, 0.5, 0.7, 1,
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s

s s s s s
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= λ = = β = β = β =
 

 

Comparison of the reliability function of the original 

system and the improved systems according to reduction 

method, hot duplication method, cold and warm 

duplication methods is obtained in Fig. 5.  

In Fig. 5, it can be observed that the reliability 

function of the original system is improved by using four 

methods: (i) Reduction method, (ii) cold duplication 

method, (iii) warm duplication method and (iv) hot 

duplication method. Applying the reduction method is 

the better one. Applying the cold duplication method is 

better than applying the hot duplication method which is 

better than applying the warm duplication method. 

In Fig. 6, comparison of the reliability functions of 

the improved system for different values of ρ versus time 

is shown, where ρ differs from 0 to 1 and r = {1,2,3}. It 

can be observed that decreasing the value of the 

equivalence factor ρ increasing the value of the 

reliability function of the system. 

 In Fig. 7, reliability function of the improved system 

according cold standby method versus time is shown for 

different sets c. It can be observed that increasing the 

number of the units which duplicated by a cold standby 

unit increases the system reliability. 

    In Fig. 8, reliability function of the improved 

system according hot standby method versus time is 

shown for different sets h. It can be observed that 

increasing the number of the units which duplicated by a 

hot standby unit increases the system reliability. 

 

 
 

Fig. 5: Comparison of reliability functions of original system and improved systems 
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Fig. 6: Comparison of reliability functions of the improved system for different values of ρ where r = {1, 2, 3} 
 

 
 

Fig. 7: Reliability function of the improved system according cold standby method 

 

 
 

Fig. 8: Reliability function of the improved system according hot standby method 
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Fig. 9: Reliability function of the improved system according warm standby method 

 

Table 1: Reliability values of the improved system according to cold duplication method at time t = 30 

c (different sets) {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

R(t) 0.77661 0.67974 0.93112 0.77661 0.95027 0.93112 0.95027 

 
Table 2: Reliability values of the improved system according to hot duplication method at time t = 30 

h (different sets) {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

R(t) 0.72234 0.67974 0.88080 0.72234 0.89523 0.88080 0.89523 

 
Table 3: Reliability values of improved system according to warm duplication method at time t=30 

w (different sets) {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

R(t) 0.72364 0.67975 0.81607 0.72364 0.83972 0.81607 0.83972 

 

Table 4: Reliability equivalence factors ρcold for different sets r and c at time t = 30 

c 

 ------------------------------------------------------------------------------------------------------------------------------------------- 

r {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

{1} 0.41335 0.73986 0.09003 0.41335 0.06282 0.09003 0.06282 
{2} 0.03600, 0.07565, 0.00717, 0.03600, 0.00498, 0.00717, 0.00498, 
 0.12114 0.10661 0.13130 0.12114 0.13222 0.13130 0.13222 
{3} 0.63943 0.99449 0.17576 0.63943 0.12525 0.17576 0.12525 
{1, 2} -ve -ve -ve -ve 0.06275, -ve 0.06275,  
     0.10132                                          0.10132 

{1, 3} 0.67989 0.86821 0.30595 0.67989 0.24947 0.30595 0.24947 
{2, 3} - ve - ve - ve  ve - ve - ve - ve 

{1, 2, 3}  > 1 > 1 > 1 > 1 > 1 > 1 > 1 

 

Table 5: Reliability equivalence factors ρhot for different sets r and h at time t = 30 

h 

 ---------------------------------------------------------------------------------------------------------------------------------------------- 

r {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

{1} 0.58919 0.73986 0.17194 0.58919 0.14671 0.17194 0.14671 
{2} 0.05536, 0.07565, 0.01392, 0.05536, 0.01181, 0.01392, 0.01181, 
 0.11505 0.10661 0.12861 0.11505 0.12942 0.12861 0.12942 
{3} 0.83116 0.99449 0.31513 0.83116 0.27413 0.31513 0.27413 

{1, 2} -ve -ve -ve -ve -ve -ve -ve 

{1, 3} 0.78946 0.86821 0.43935 0.78946 0.40264 0.43935 0.40264 

{2, 3} -ve -ve -ve -ve -ve -ve -ve 

{1, 2, 3} > 1 > 1 > 1 > 1 > 1 > 1 > 1 
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Table 6: Reliability equivalence factors ρwarm different sets r and w at time t = 30   

w 

 ---------------------------------------------------------------------------------------------------------------------------------------- 

r {1} {2} {3} {1, 2} {1, 3} {2, 3} {1, 2, 3} 

{1} 0.58467 0.73983 0.30766 0.58467 0.25324 0.30766 0.25324 

{2} 0.05482, 0.07565, 0.02582, 0.05482, 0.02092, 0.02582, 0.02092, 

 0.11523 0.10662 0.12439 0.11523 0.12606 0.12439 0.12606 

{3} 0.82636 0.99445 0.51036 0.82636 0.43678 0.51036 0.43678 

{1, 2} -ve -ve -ve -ve -ve -ve -ve 

{1, 3} 0.78696 0.86819 0.59350 0.78696 0.53901 0.59350 0.53901 

{2, 3} -ve  -ve -ve -ve -ve -ve -ve 

{1, 2, 3} > 1 > 1 > 1 > 1 > 1 > 1 > 1 

 

In Fig. 9, reliability function of the improved system 

according warm standby method versus time is shown 

for different sets w. It can be observed that increasing the 

number of the units which duplicated by a warm standby 

unit increases the system reliability. 

In Table 1, it can be observed that using cold 

duplication method for the unit {1}, for example, 

increases the reliability function of the system from 

0.67974 to 0.77661 and applying this method for the 

units {1, 2, 3} increases the reliability function of the 

system from 0.67974 to 0.95027. So, increasing the 

number of the units which connected by a cold standby 

unit increases the system reliability.  

In Table 2, it can be observed that using hot 

duplication method for the unit {1}, for example, 

increases the reliability function of the system from 

0.67974 to 0.72234 and applying this method for the 

units {1, 2, 3} increases the reliability function of the 

system from 0.67974 to 0.89523. So, increasing the 

number of the units which duplicated by a hot standby 

unit increases the system reliability.  

In Table 3, it can be observed that using warm 

standby method for the unit {1}, for example, increases 

the reliability function of the system from 0.67974 to 

0.72364 and applying this method for the units {1, 2, 3} 

increases the reliability function of the system from 

0.67974 to 0.83972. So, increasing the number of the 

units which connected by a warm standby unit increases 

the system reliability. 

From the results obtained in Table 4, it can be 

observed that: 
 

(1) The design with Rcold (30) = 0.93112  where c = 
{2, 3}(for example) can be done by one of the 

following:  
 

i. Reducing the failure rate of the unit {1} by 
the factor ρcold = 0.09003 

ii. Reducing the failure rate of the unit {2} by 
the factor ρcold = 0.00717 or ρcold = 0.13130 

iii. Reducing the failure rate of the unit {3} by 
the factor ρcold = 0.17576. 

iv. Reducing the failure rate of the units {1, 3} 
by the factor ρcold = 0.30595 

(2) All the values obtained for reliability 

equivalence factors when r = {2, 3} and some 

values when r = {1, 2} are negative and these is 

not acceptable since these factors must lie 

between 0 and 1. Also, for r = {1, 2, 3} all the 

values obtained for reliability equivalence 

factors are greater than 1 and rejected. 

 

From the results obtained in Table 5, it can be observed 

that: 

 

(1) The design with Rhot(30) = 0.88080 where h = 

{2, 3} (for example) can be done by one of the 

following: 
  

i. Reducing the failure rate of the unit {1} by the 
factor ρhot = 0.17194 

ii. Reducing the failure rate of the unit {2} by the 
factor ρhot = 0.01392 or ρhot = 0.12861 

iii. Reducing the failure rate of the unit {3} by the 
factor ρhot = 0.31513 

iv. Reducing the failure rate of the units {1, 3} by 
the factor ρhot  = 0.43935 

 
(2) All the values obtained for reliability 

equivalence factors when r = {2, 3} and r = {1, 

2} are negative and exceed 1 when r = {1, 2, 3}; 

hence all these values are rejected. 
 

From the results obtained in Table 6, it can be 

observed that: 
 

(3) The design with Rwarm (30) = 0.81607 where c = 
{2, 3}(for example) can be done by one of the 

following: 
 

i. Reducing the failure rate of the unit {1} by the 

factor ρwarm = 0.30766 

ii. Reducing the failure rate of the unit {2} by the 

factor ρwarm = 0.02582 or ρwarm = 0.12439  

iii. Reducing the failure rate of the unit {3} by the 

factor ρwarm = 0.51036 

iv. Reducing the failure rate of the units {1, 3} by 

the factor ρwarm = 0.59350 
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In Table 5 and 6, it can be observed that all the values 

obtained for reliability equivalence factors when r = {2, 

3} and r = {1, 2} are negative and exceed 1 when r = {1, 

2, 3}; hence all these values are rejected. 

Conclusion 

In literature, the units of a system are usually 

assumed to be independent. However, in many cases 

analysis of systems with dependent units is needed. A 

system with dependent unitsO means that the failure of 

any unit of the system affected by the failure of other 

units of the system. Copula is a useful tool to construct 

the reliability function of systems which consists of 

dependent units. In this paper, analysis of reliability of a 

parallel system with dependent and non-identical units 

was introduced using the formula of Farlie-Gumbel-

Morgenstern (FGM) copula in n dimension. Reduction 

method was introduced in order to improve the system 

reliability by reducing the failure rate of some of the 

system components. Also, redundancy methods were 

used to improve system reliability. These methods 

include hot duplication method, warm standby 

duplication method and cold standby duplication 

method. Reliability equivalence factors were introduced 

to compare between different improvement methods. 

Future works can deal with different types of copula 

such as Gumbel–Hougaard copula, Clayton copula, Frank 

copula and so on. Other distributions can be used to model 

lifetimes of systems devices such as lognormal, 

exponentiated exponential, gamma and so on. The study 

of this paper can be applied on systems with more 

complex configuration such as series-parallel system, 

parallel-series system, bridge and so on. Also, the number 

of redundant units in cold and warm standby duplication 

methods can be increased to get a higher reliability.   
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