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Abstract: Problem statement: This study derives the optimal motion vector wdtbitrary pixel
precisions in a single stefpproach: A non-linear block matched motion model was pregofased

on the proposed non-linear block matched motionehdlde optimal motion vector which minimizes the
mean square error was solved analytically in alsistep via a gradient approaétesults. The mean
square error based on the proposed method wasnteedato be lower than or equal to that based on
conventional methods. The computational efforts tfar proposed method were lower than that of
conventional methods particularly when the requpi@l precision is higher than or equal to thertpra
pixel precisionsConclusion: As integer pixel locations, half pixel locationsdaguarter pixel locations
are particular locations represented by the praposedel, the mean square error based on the prbpose
method is guaranteed to be lower than or equdlaioltased on these conventional methods. Alstieas t
proposed method does not require searching fromseaggixel locations to fine pixel locations, the
computational efforts for the proposed method @anest than that of the conventional methods.

Key words:Motion estimations, tracking applications, resmirgt motion, facial motion, block
matched, macro blocks, reference frame, currentdranotion vector

INTRODUCTION predefined cost function. The macro block in the
reference frame that gives the minimum block maighi
Motion estimations play an important role in error is considered as the best approximation ef th
motion tracking applications, such as in a respisat macro block in the current frame. Each macro bliock
motion tracking application (Chun and Fessler, 2009the current frame is represented by the best mzonk
and in a facial motion tracking application (Léhal., in the reference frame, the motion vector (the awoti
2002). The most common motion estimation algorithmvector is the vector representing the translatibithe
is the block matched motion estimation algorithmmacro block in the reference frame) and the res{thes
(Saha et al., 2008). The current frame is usually residue is the difference between the macro blodke
partitioned into numbers of macro blocks with fixed current frame and the best translated macro blotke
variable sizes. Each macro block in the curremh&as  reference frame).
compared with a number of macro blocks in the The most common block matched motion
reference frame translated within a search windowestimation algorithm is the full integer pixel sgar
Block matching errors are calculated based on algorithm. The full integer pixel search algorithma
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centre based algorithm in which all integer pixelstep which globally minimizes the mean square error
locations in the search window are examined. Howeve As the calculation of the mean square error anarfi
the motion vectors are not necessarily represebyed pixel location is not derived from the coarser pixe
integer pixel precisions and a large portion of rac locations, the computational complexity of our
blocks in the current frame are best approximatgd bproposed algorithm is much lower than that of
the macro blocks in the reference frame translatedonventional quarter pixel search algorithms. (2)r O
within a plus or a minusone pixel range aroundgate proposed algorithm could achieve the true motion
pixel locations. Hence, block matching errors coodd vector even though the true motion vector is with a
further reduced if motion vectors are representgd birrational pixel precision. Numerical computer
non-integer pixel precisions. Conventional non-simulation results show that the mean square eobrs
integerpixel search algorithms start searchinglpia¢ various video sequences based on our proposed
half pixel locations. Half pixels are interpolatéy  algorithm are lower than that based on conventional
nearby pixels at integer pixel locations. Block aétg  half pixel search algorithms and quarter pixel cear
errors at some or all half pixel locations are eatdd. algorithms.

The half pixel location with the minimum block
matching error is chosen. Similarly, quarter pixate
interpolated by nearby pixels at half pixel andeger
pixel locations. The quarter pixel location witheth
minimum block matching error is chosen. Finer pixel

locations could be evaluated successively. Sinee th . . i +
block matching errors at finer pixel locations areOf By at the pixel location (x, y). SimilarlylktZ",

evaluated via interpolations from the coarser pixelIet B be a subset of plxels in thé’ keference frgme
locations, if motion vectors with very fine pixel and .Ek(x’ y) be the+ pixel value of @at the pixel
precisions are required, then many pixel locatiarss 0¢ation (x, y).UkUZ", denote the motion vector ok B
required to be evaluated. Hence, computationafS (RBik*PuCoxtG). where (px GYUZ" and (R,
complexities of these algorithms are very high and)US=[0,1]X[0,1]\{(0,1),(1,0),(1,1)}. DKOZ", (pos.
these algorithms are very inefficient. Also, exigti %o iS the best integer pixel location which
pixel search algorithms could only achieve motionMinimizes the block matching error and can be
vectors with rational pixel precisions. If the tmmotion ~ obtained via existing full integer pixel search
vector is with an irrational pixel precision, them algorithms. On the other handkOZ", (pi,q) is the
infinite number of pixel locations have to be ewd.  fine shift within S around (f,d) and the values of
Interpolations are implemented via somePx and g could be either rational or irrational.
predefined functions, such as a real valued quiadratMotion vectors could be any vectors in one of the
function with two variables (Li and Gonzales, 199) four quadrants in0? and the motion vectors in
parabolic function (Duwet al., 2003) and a straight line different quadrants are interpolated by different
(Lee et al., 2003). As the block matching error is a pixels based on different orientations.
highly non-linear and non-convex function of the 0OkOz" and O(pe,q)0S, denote gr . as the

motion vector, it is very difficult to solve the man  translated B if the motion vector moves in the upper
vector that globally minimizes the block matching |gft direction, g . as the translated Hf the motion

error. Hence, many pixel locations are still regdito ¢ in th iaht directicn. th
be evaluated and the pixel location with the lowest/¢tO" MOVES 1N the upper right directiggy, . as the

block matching error is chosen. Similar to convemal ~ translated B if the motion vector moves in the lower
quarter pixel search algorithms, computationalleft direction andgx —as the translated (Bif the

complexities of these algorithms are still verythEnd  motion vector moves in the lower right direction.
these algorithms are still very inefficient. Alsb,the OkOZ* and O( )OS, denotegw: BUR
; . . . . L Pi, Gk ) Blh o (Y) B L (xy)
true motion vector is with an irrational pixel pigon, . and e be the pixel values of«
then an infinite number of pixel locations stillveato B« (%) Bl (xY) P Yo ?
, 8 . and gr at the pixel location (x.y),

be evaluated. B 0
In this study, we propose a non-linear b|00krespectively. In this study,0kOZ", O(pe,a)OS,
matched motion model and solve the motion VeCtorsyyro,....N-1} and Oy{0,...N-1}, g (xy)
with arbitrary pixel precisions in a single stepurO et :
proposed algorithm has the following salient feesur B3 .o (xy)» Bl o (xy) @nday,  (xy) are constructed via
(1) The block matching error is evaluated in a king the following models:
449

Proposed non-linear block matched motion model:
Denote the size of a macro block asNN where
NOZ*. OkOZ", let B, be a subset of pixels in the
k+1th current frame andB(X, y) be the pixel value
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respectively. 0kOZ" and O(py,q)0S, let the mean
square error between the translated é8d B., be

MSE, (p« ,g0). That is,0kO0Z" andO(py,q) OS:
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Derivation of optimal motion vector: The objective of
the block matched motion estimation problem isitiol f

O(p,qOS such that MSE (px,

G) is minimized

0OkOz*. OkOZ" andd(py,0)0S, denote:
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and:
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+(1-0) BB (x+ p + LY+ G
1 N-1N-1|
=¢ZO ) +0, (1= p) B ( X+ Ry ¥+ Gt 3
x=0y=
+p, 0B, ( X+, + Ly+ g, + 3
_Bk+1(xvy)
P =0
(1_QK) BK(X+ R Yt Q),k) ‘
1 N-1N-1|
= F 2 OB (X Ryt Gyt ]
x=0y=0
_Bk+1(xvy)
. By X+ Posesy+ G+ )
‘ _Bk(X+pO,k!y+ qO,k)
1 N-1N-1|
:Wz +By (X+po,k-y+qO,k)
x=0y=0
_Bk+1(xvy)

This implies thaflkOZ" andOg,J[0,1]:

1
x=0 yo[

thenOkOZ" andJqd[0,1] we have:

][Bk(x FPo Yt Uit ])
B

- k(X+ Po: Y+ qo,k)

|

Bk+1(xly)

UR
OMSE"(0.9)_5, 1.q. + Teo.
0q,

OkOZ" denote a stationary point ofiISE® (0,q, )
as(0,q""). f Goq# 0, then

OMSE;"(0,q,)
0q,

=0

H0:UR

i =0y

~O0.UR

implies that, _ Go

. If this value is in S, that is if

CkOq

° 0,1,
Ck,0,q

global

then this stationary point could be the

minimum. For this case, define
Ck,O

(-]

Ck,O,q
However, the following three cases could be
happened. (Case i) This stationary point may bsidet

FUR

k,0,g —

S, that iStoq# 0 and ——2x°
Ck,0,q

0[0,1]. (Case )€ ,,=0
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andg ,=0. Then, all the points on the boundary of Sand:

are stationary points. (Case ii),,=0 and Coz0.

Then, there is no stationary point on the bound#r$.
For all these three cases, we do not considerthieat
global minimum is on the boundary of S. Hence, for

k1=

K(X+p0.k+1’y+ 00‘k+])

2 N_l[BK (X +Po tLy+ oo.k)
B Bk(X+p0.k+1’y+ q),k)

Nz - wa (X.Y)

I

these three cases, defiff,=¢, where @ is denoted ,onkOZ* andlg 0|

as the empty set. Similarligk0Z* andOq0[0,1]:

MSEP (1.q)

2
(1-p) (1= a) B x+ R y* )
+(1- ) BB X+ Ryt Ly q)
IELE
=g 22 (1 R) B Ryt gt
X=0y=0
+pquBk(X+ Rt Lyt g+ ;
_Bk+1(xly)
P =1
(l_ Qk) Bk(X+ R+ Lyt q),k) i
1 N-IN-
:W +quk(X+p0,k+1vy+ G +l)
x=0 y=0
_Bk+1(xvy)
By (X P LY+ Gt ])
—By (X+p0,k+l1y+ Oo,k)
INELE
:W +By (X+p0,k+l1y+ Oo,k)
X=0y=0
_Bk+1(xly)

This implies thaflk0z" andOg,J[0,1]:

Jﬁ

B, (X+ Py +Ly+ G+ )
N-1N- 1qk —Bk(x+puk +1Ly+ Oo,k)
By (X +Pox + LY+ G+

x=0y= °+[Bk(x +Py + LY+ OM)J
B -B, (X TPt Lyt Uo,k)

- k+1(XrY)

OMSE® (1, q)

aq,
B, (X TP LYt Gyt 1)
A«
-By (X P tLy+ Uo,k)
+B, (X P tLy+ Oo‘k)
0
_Bk+1(xvy)

2N1Nl

TNES

k(X+p0,K+1!y+ Gkt 1)
By (X P tLy+ Uo‘k)

=0y=

\ N

2

P4

|

OkOZ", denote:

(X+p0k+1y+00k+])
(X+p0,k +Ly+ Oo.k)

Ck,l,q

SR

0,1] we have:

R ~ ~
M): Ck.1.q0 + Ck1

0g

0OkOZ', denote a stationary point ®fSE® (1,9, )

0o ,

stationary point could be the global minimum. Hust

I}

However, if ck1q# 0 and -

- ¢
If ckigz0 and —— k.l

Ck.l,q

then this

~1,UR
as 1.q").

Ck,l

-

case, define;f, =

Ck,l,q

Cea 0[0,1], Of Cc1q=0,

Cqu
then we do not consider that the global minimuraris
the boundary of S . For these two cases, define
Fr,=0. 0kOZ" andOpO[0,1]:

MSE’(p..9
(1- (x+ By ay)

+(1-q) R B(x+ R+ Ly+ g,
+qk1 n( x+p)k,y+ q)k+j)
G B (X+ By + LY+ G+ 3
B (X))

p)(1- g

) B
(
B (

2
(1= p) B (x+ oo y* @)
+pkBk(X+pO,k+11y+ OO.k)
j 2

]'

_Bk+1(X,y)

B, (X +Py, + LY+ )
[—Bk (x + Do Y+ qo.k)

+B, (x +Pg Yt qO,k)

B (X))

This implies thaflkOZ* andOpd[0,1]:
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aMSE(;Uw L BTRIBL Ry 6, 2
P =W +pkBk(X+po,k+lvy+ Q),k+:y
B (X Py + LY+ G) T Ba(xy)
By (X + Py Y+ o) 2
2 N-IN-1 Bk(X+pO‘k+l'y+ Oo,k) Bk(x+p0vk+l,y+ q)‘k+;|)
=7 +B (X+po‘k'y+q0‘k)
N* == B (X y) _Bk(X+po‘k'y+q0‘k) _BK(X+p0vk’y+ qo‘k+])
. , 1 N-1N-1|
=sz:0y:0 +Bk (X + po,kvy+ QO‘k+ ])
_Bk+1(xvy)

(X+pok+lvy+ Ook) ’

iNlNl (X+p0k y+QOk)

N* °v-°+(B (X Py G )I (X Py rLy+ %k)] This implies thaflkd0Z* andOp [0, 1]:
B

Bk+1(xvy) - k(x+p0‘k’y+ qo,k)
OMSE" (p..)

OkOZ', denote: %
[Bk(x+po,k+lvv+ %,k”)]
Py
4 = 2 N_lNz (X+p0k+1y+00k) 2 N-IN-1 (X+p0k y+q0k+j) B(X+p +1Ly+q, +])
co. =< _2 k 0,k 1 .k
0,p NZX:Oy:O Bk(X+p0,k'y+q0,k) N xzyz (X+p0k y+q0k+j) [-Bk(x*'Pcka"'qo,k"']) ]
_Bk 1(X*y) v
and:
Bk(x+po,k+lvy+ q),k+])
2 5(B(x+ oyt o) | Be(x+pout Ly 6y By (x oy )
Zk‘o == :i k 0.k 0,k
N*33\ =By (X, Y) _Bk(X+p0,k’y+ %‘k)

N?2 x:OV:U+[Bk (x + g0 Y+ G + ])J B, (x +Poi LY+ G+ ])
" _Bm(xvy) -By (X+pc,kvy+ %,k+])
thenOkOZz™ andlpcO[0,1] we have:

OkOZ" denote:
MSE"(n.)_
=2y 0,0Px 7,
opy

0y=0

5 ZNZWZ:l k(x+po,k+1'y+00,k+]) 2
+ 1 i ‘ N2
0OkOZ", denote a stationary point MSE® (p, ,0) e SN2 =B, (X +Pos, Y+ G+ 1)
(pﬁ UR 0) If z,,,#0 and —@D[O,]], then this

Zi 0 and:
stationary point could be the global minimum. Hast

B , 2 N-IN- (X+p0ky+q0k+j) Bk(x+p0‘k+l,y+%‘k+])
UR — _ Zk,O =57 '
case, definéiy | —{( - ,0}- S ZyZ[ “Bea(x.y) I-Bk(ﬂpo,k,y’f Gosc* )

Zk.O,p

However, if z,,,#0 and —fﬁm[o,]] , or thenOkOZ" andlp,0[0,1] we have:

Zk,O,p
Z.,,=0, then we do not consider that the global IMSEY (
k
minimum is on the boundary of S. For these two sase ap,
define F%5 = ¢ . Lastly,0k0Z" andOpC[0,1]:

n.d . .
=2y 1 pPx +7Z,

OkOZ* denote a stationary point ®SEX (p, ,1) as

2
il @) Bl B v o P . If £0 and - 25004 , then thi
— 1 O RBK(X"'R)k"'ly"' q)k) (e D) - Zklp an Zklp [ :I] en 1S
_1XN
MSE™ (b= ) +q(F R) B(# po o it I stationary point could be the global minimum. Fuist
+pqua<( Pox+ Ly+ Gt ; - ~UR Zkl
B, (x.y) case, define = _ZJ .
=1 Lp
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. z ifMJ" > i
However, ifz,,#0 and -2 0[0,4, or z,,,=0, Hence, ifM " 21, then the maximum number of

210 the evaluation points of our proposed method is les
then we do not consider that the global minimuroris  than or equal to 21. 1M =0, as the maximum
the boundary of S. For these two cases, defffffe=¢.  number of the evaluation points iR" is 5, the
OkOZ', define R® = B U RS U RS U RS U{(0.9}. maximum number of the evaluation points of our

. + . roposed method are less than or equal to 17.
Similarly, D.kDZ' denote the set of motion vectors P pFor full half pixel search alg(jqorithms and full
correUstondlng to LLthe stationary LEomts quuarter pixel search algorithms, there are 21 abd 7
MSES(p.d) » MSES(n.q) and MSE®(p.d)  eyaluation points, respectively. Hence, the totahher

(including the point(00)) as R*, R* and R®,  of the evaluation points of our proposed method is

respectively. The algorithm for finding the glolyall lower than that of full quarter pixel search algoms

optimal motion vector can be summarized as follow: ~and is lower than or the same as that of the falf h
pixel search algorithms depending on whether

Algorithm: o _ _ MR >10r not. As conventional block matched motion
Step 1. Implement an existing full integer pixeas#h  ogtimation algorithms evaluate block matching esror
algor|t+hm to Obta'DL (‘”"USD'Q EkDZ o, from coarse pixel locations to fine pixel locatiptise
Step 2: UkOZ", evaluateR™, F™, K" andR"™. computational complexities grow exponentially ae th
Step3: OkOZ', evaluate pixel precisions get finer and finer. From this nioof
view, the conventional methods are very ineffici€di
arg{ min MSE"( p ,q)} the other hand, our proposed_ method _does not Eequir
(e a)JUR" searching from the coarse pixel locations to thne fi
arg min_ MSER( ) pixel locations. Our proposed method is more effiti
(e G )ORR R9) than the conventional methods particularly when the
( H qu) = argl . . .. R .
Pi:Gc) = ) . required pixel precision is higher than or equathe
arg{(pk"q‘[‘)'u’lﬂ MSE" (R ,g)} , quarter pixel precisions.
arg{ min_ MSE®( g ,g)} Optimal motion vectors with arbitrary pixel
(Pea)IR precisons: For practical motion  estimation

. L. . applications, motion vectors are usually represtbie
OkOZ', take (p,.d.) as the globally optimal finite pixel precisions. Denote round(z) as thending
motion vector of B operator that rounds z to the nearest integer aaslthe
Since the global minimum of the mean square erronumber of bits for the representation of the motion
is not necessarily located at rational pixel lomasi, vectors. Then, define:
while the full integer pixel search, full half pixeearch
and full quarter pixel search algorithms only ewaduat round( o) 2)
rational pixel locations, the mean square errorsetla Phc
on these conventional methods are very large agskth
conventional methods are very ineffective. On ttieeo
hand, our proposed method guarantee to find the
motion vector that globally minimizes the mean squa representation of, and g, , respectively. It is worth
error no matter the motion vector is located ahesit noting thatp,, and q,, is the suboptimal solution

rational pixel locations or irrational pixel locatis. Iv. This is b be introducednwh
Hence, our proposed method is more effective thap™y- 'NIS IS because an error may be introaucednv

conventional methods. Besides, as integer pixeRPPlying the rounding operator t§) and g, . Although
locations, half pixel locations and quarter pixelthe globally optimal solution could be found by\dog
locations are particular locations represented by o the corresponding integer programming problem,
proposed model, the mean square error based on osslving the corresponding integer programming
proposed method is guaranteed to be lower than qiroblem requires a numerical optimizer and the
equal to that based on these conventional methods.  computational complexities are very high. In fatie
The computational complexity of our proposeddifference between the obtained suboptimal solution
algorithm can be analyzed as follows. As the or@érs and the globally optimal solution is very small.rige,
the polynomials in (1), (2) and (3) are 5, 4 and 2jt ijs more practical to solve the problem via our
respectively,0< M <5 OkOZ". proposed method. Also, it is worth noting that the
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computational complexity of our proposed method issequences Foreman are 1.57B8* 2.286%107
independent of the required pixel precisions. Hetlee ~ 1.592%107, 2.288%10™, 2.490%10*and
computational complexity of our proposed method is2.546%10°*, respectively, which correspond to
lower than that of conventional methods when the24.7674%, 39.1977%, 25.0038%, 39.3369%, 44.2051%

required pixel precision is high. and 45.5749%, respectively.

M ATERI ALSAND M ETHODS . *x10-3 Mean square error of the coastguard sequences

35 |

In order to have complete investigations, video s |
sequences with fast motion, medium motion and slow
motion are studied. The video sequences, Foreman
Coastguard and Container, are, respectively, thet mo

25

|

15

Mean square error

common fast motion, medium motion and slow motion 1 ' MA i 1

video sequences. Hence, motion estimations are o5 SR w
performed to these video sequences. Except the firs ¢ - pros = 200 gy 700
frame of these video sequences, the mean squams err _ Frame number

of all the frames of these video sequences areiateal. o _zi”iﬁii
Each current frame takes its immediate predecesstire (@) o
reference frame. The sizes of the marco blockstaveen

as &8 and 1&16 and the sizes of the search windows are *10-4 Mean square ercor of the container sequences

chosen as 382 and 4840, which are the most common
block sizes and window sizes used in international
standards. The comparisons are made with thentelyér
pixel search algorithm, the full half pixel seaatgorithm
and the full quarter pixel search algorithm.

The mean square error performances of our
proposed method with the motion vectors havinghiltg!

Mean square error

L P e

representations, the full integer pixel search rittgm, e e s it |
the full half pixel search algorithm and the fullagter ’ % o e 0 0
pixel search algorithm with the size of the maciacks — Integersearch — Half-pixel search — Quarter-pixel search — Our proposed search 1 bif)
8x8 and the size of the search windows3®2 applied to Our proposed search (2 bits) — Ourproposed search (3 bits)  — Gur proposed search (4 bits)
the video sequences Coastguard, Container and Borem (b)

are shown in Fig. 1a-c, respectively.

%10 Mean square exror of the foreman sequences

RESULTS I

It can be seen from the Fig. 1 that the
improvements on the average mean square errottseof
full half pixel search algorithm, the full quartepixel
search algorithm, our proposed method with the onoti 0
vectors having 1 bit representation, our proposed LA %W
method with the motion vectors having 2 bits % = o " S o =
representation, our proposed method with the motion Frame number
vectors having 3 bit representation and our progose — messEeh —Halfpescach — Quanerpinclsearch — Ourproposed search (1519
method with the motion vectors having 4 bits — *""@e @@ OupoposedsearhGhis) - Ourproposed search (4 bi)
representation over the full integer search algorifor ©

the video sequences Coastguard are 1xBY2 iq. 1: Th f ¢
2.224%10°% 1.489%107 2.216%10° 2.529%107 Fig. 1: The mean square error performances of our

and 2.643810“ respectively, which correspond to proposepl method with .the motion ve_ctors haying
17.8531%, 28.8039%, 17.8526%, 28.7715%, 34.1366% 1 0 4 bits representations, the full integer pixel

Mean square error

[l

o o
o
=
=
B

==

A==

=]

and 36.2830%, respectively, that for the video search algorithm, the full half pixel search
sequences Container are 1.4406° 3.647610° algorithm and the full quarter pixel search
1.517X10°®, 3.715%10°°, 1.724%107° and algorithm with the size of the macro blocks33
1.9126<10°, respectively, which correspond to and the size of the search windowsx32
1.0115%, 4.4170%, 1.0432%, 4.4460%, 27.0415% and applied to the video sequences Coastguard,
30.1629%, respectively and that for the video Container and Foreman
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x10-3 Mean square error of the coastguard sequences

) I
‘
0.5 p

0 30 100 150 200
Frame number

— Integersearch — Half-pixel search —— Quarter-pixel search Our proposed search (1 bit)

— Qur proposed search (2 bits) Our proposed search (3 bits)

@

Our proposed search (4 bits)

%108 Mean square error of the container sequences

1
0.9
0.8
0.7
06

03
0.4 ‘

Mean square error

03
02

o -

0

0 50 100 150 200 250 300
Frame number
— Integer search — Half-pixel search Quarter-pixel search — Our proposed search (1 bit)

— Our proposed search (2 bits) Our proposed search (3 bits)  — Our proposed search (4 bits)

(b)

%1073 Mean square error of the foreman sequences

3
in

Mean square srror

=3
S = M

0 50 100

150 200 230 300
Frame number
— Integer search Half-pixel search — Quarter-pixel search — Our proposed search (1 bit)

— Ourproposed search (2 bits) —— Our proposed search (3 bits)  — Our proposed search (4 bits)

(©

Fig. 2: The mean square error performances of o
proposed method with the motion vectors having
1 to 4 bits representations, the full integer pixel
search algorithm, the full half pixel search
algorithm and the full quarter pixel search
algorithm with the size of the macro blocks
16x16 and the size of the search windows41D

errors of various algorithms with the size of thearco
blocks 1616 and the size of the search windows41D
applied to the same set of video sequences. The
improvements on the average mean square erroheof t
full half pixel search algorithm, the full quartpixel
search algorithm and our proposed method with the
motion vectors having 1 bit representation, our
proposed method with the motion vectors havingt? bi
representation, our proposed method with the motion
vectors having 3 bit representation and our proghose
method with the motion vectors having 4 bits
representation for the video sequences Coastguard a
1.783&10, 2.56510, 1.782&10, 2.551k10™,
2.871x%10* and 2.994810° respectively, which
correspond to 18.4666%, 27.6579%, 18.4517%,
27.5624%, 31.7472% and 33.5302%, respectively, that
for the video sequences Container are 1.8I67,
2.544410°, 2.032%10°, 2.663%10°, 1.496%10°
and 1.666%10°, respectively, which correspond to
0.7710%, 1.5106%, 0.7993%, 1.5294%, 21.7783% and
24.5069%, respectively and that for the video
sequences Foreman are 2.100M3* , 2.952&10*
2.143%10°%,  2.972%10°,  3.215410°  and
3.2816<10“, respectively, which correspond to
21.6021%, 34.2148%, 21.7420%, 34.2884%, 38.6100%
and 39.8738%, respectively.

DISCUSSI ON

From the above numerical computer simulation
results, it can be concluded that the mean squaoe e
performances of our proposed method with the motion
vectors having 1 bit representation is very clas¢htt
of the full half pixel search algorithm and that adr
proposed method with the motion vectors havingt2 bi
representation is very close to that of the fulbmger
half pixel search algorithm. For our proposed métho
with the motion vectors having more than 2 bits
representations, the mean square error performarices
our proposed method are always better than th#teof

Yl half pixel search algorithm and the full quert

pixel search algorithm for all of the above thrégeo
sequences. In particular, for slow motion video
sequences, such as the video sequence Container, ou
proposed method significantly outperforms the full
integer pixel search algorithm, the full half pixedarch
algorithm and the full quarter pixel search alduorit

applied to the video sequences Coastguartrps js hecause the globally optimal motion vecfors

Container and Foreman

Similar results are obtained for different sizenwdicro
blocks and different size of the search windowguFe
2 shows the improvements on the average mean squaggyorithm would not yield very
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these slow motion video sequences are very clodeeto
origin and far from the half pixel locations anceth
quarter pixel locations. In this case, the fullfhgkel
search algorithm and the full quarter pixel search
significant



Am. J. Engg. & Applied i

improvements over the full integer pixel search

., 4 (4): 448-460, 2011

REFERENCES

algorithm. On the other hand, our proposed method

could give a better solution by introducing one enbit
for the representation of the motion vectors andche
yields very significant improvements.

CONCLUSION
A nonlinear block matched motion model is
proposed in this study. The motion vector with ey
pixel precisions which globally minimizes the mean
square error is solved analytically in a singlepstas

integer pixel locations, half pixel locations andacger
pixel locations are particular locations represeripy

our proposed model, the mean square error based on

our proposed method is guaranteed to be lower dhan
equal to that based on these conventional method

Also, as our proposed method does not require

searching from coarse pixel locations to fine pixel
locations, our proposed method is more efficieminth

conventional methods particularly when the requiredl_in

pixel precision is higher than or equal to the tgrar
pixel precisions.

ACKNOWLEDGEMENT

Study obtained in this study was supported by a

research grant from the Center for Multimedia Signa

Chun, S.Y. and J.A. Fessler, 2009. A simple regzaar

for B-spline nonrigid image registration that
encourages local invertibility. IEEE J. Selec.
Topics Signal Proc., 3: 159-169. DOI:

10.1109/JSTSP.2008.2011116
Du, C., Y. He and J. Zheng, 2003. PPHPS: A pareboli
prediction-based, fast half-pixel search algorithm
for very low bit-rate moving-picture coding. IEEE
Trans. Circ. Syst. Video Technol., 13: 514-518.
DOI: 10.1109/TCSVT.2003.813416
Lee, Y.G., J.H. Lee and J.B. Ra, 2003. Fast haklpi
motion estimation based on directional search and
a linear model. Proc. SPIE Visual Commun. Imag.
Proc., 5150: 1513-1520.
gi, X. and C. Gonzales, 1996. A locally quadratic
" model of the motion estimation error criterion
function and its application to subpixel
interpolations. IEEE Trans. Circ. Syst. Video
Technol., 6: 118-122. DOI: 10.1109/76.486427
, 1.C., J.S. Yeh and M. Ouhyoung, 2002. Extnagti
3D facial animation parameters from multiview
video clips. IEEE Comput. Graph. Appli, 22: 72-
80. DOI: 10.1109/MCG.2002.1046631
Saha, A., J. Mukherjee and S. Sural, 2008. Newlpixe
decimation patterns for block matching in motion
estimation. Signal Proc. Imag. Commun., 23: 725-
738. DOI: 10.1016/j.image.2008.08.004

Processing (under project BB9D), The Hong Kong

Polytechnic University.

460



