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Abstract: Problem statement: Wired broadband Internet access can be realizewgusarious
technologies, configurations and protocols. It islely deployed and able to provide both high
data rates and high reliability. These features @irestrong importance for many advanced
applications. Since the number of broadband sutestriworldwide grows exponentially, the power
efficiency of access networks becomes increasimgportant.Approach: The aim of this study is to
study power consumption of different wired broadbatcess technologies including both those
already widely used and those which are state-@fatt, but not yet widely deployed. For this pumos
we developed a model for evaluating energy efficyenf wired access networks. The model is
presented and applied to study energy efficiencyaobus access networks such as Hybrid Fiber Coax
(HFC), Digital Subscriber Line (DSL), 1 and 10 Gipoint-to-point ethernet and Passive Optical
Networks (1G-PON and 10G-PON). The metric for epegfficiency we used in this study is energy
consumed per bit transmittdgesults: Results of the comparative study on energy effimyeof different
access networks are shown and discussed. Addliipwed estimated environmental implications of
different access options by means of reduction&reen House Gas (GHG) emissions caused by the
electricity consumption of access network infrastinee. Conclusion: We found out that high-speed
optical access technologies providing up to 10/6lger user have the potential to achieve the bighe
energy efficiency when assuming future broadbamermet access and broad use of advanced services
and applications. However, for lower access daesrd G-PONs are the most energy efficient access
options. Coper-based access technologies provigeragyy lower energy efficiency than the fiber ldhse
solutions. For transferring a large amount of detd when network equipment is switched off durisg i
inactivity times, optical access technologies hidnechighest potential to reduce GHG emissions chuse
by the electricity consumption of access netwoftastructure.

Key words: Energy efficiency, communication networks, wiredcess networks, greenhouse gas
emissions

INTRODUCTION adapts the signal from one to the other transnmissio

. medium. HFC systems reuse the widely deployed Cable
Nowadays, the majority of broadband accessyy, (CATV) network infrastructure

subscribers have either a wired access over tehepho Recently, there have been a large number of psojec
lines, in most cases a version of Digital Subserlbee  concentrating on fiber-based optical access neswviwk
(DSL), or a wireless access such as WiMAX, WiFi, hroadband transmission of data generally named-Fibe
GSM or UMTS. Another widely deployed accessThe-x (FTTX). There are different options for FTTx
technology is the Hybrid Fiber Coax (HFC) soluttbat  depending on how near to the subscriber the fismrhes.
uses fiber running from the central office of awmk A typical example is the Fiber-To-The-Home (FTTH),
provider to a Remote Node (RN) and coaxial calenfr which means that optical signal reaches the end
the node to subscribers. An adequate convertéieiiRN  subscriber's equipment situated in the subscriloeneh
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Other examples are Fiber-To-The-Building (FTTB), are depicted in Fig. 1. First we considered theveotional
Fiber-To-The-Curb (FTTC), Fiber-To-The-Node (FTTN). and very widely deployed copper-based access
When looking at the topology of the access netwibdan  technologies such as xDSL (Statral., 2003) and HFC

be either ring or tree or a combination of thos® tw (Large and Farmer, 2009). Here, we chose two apfion
topologies. Additionally, interconnections can lasdd on  ypDS|. access that are currently being deployed, hame
unidirectional or bidirectional fibers in a PoiotRoint (P-  Apsp 2+ (ITU-T, 2009) and VDSL2 (ITU-T, 2006)
t-P) or Point-to-Multipoint (P-t-MP) arrangement. because they are the most recent DSL specificatiats

The number of broadband subscribers worldwide, .o 5pie to provide high data rates and to suporent
has grown exponentially during the last decadecéin wriple play services. Hybrid Fiber Coax (HFC) is
recently, also the number of FTTH connections has '

been remarkably growing. For example, in the Uniteo‘:(_)ns'dereOI because |t_|s widely use_:d and_ a_lso_ S3pPO
States, the annual growth rate was above 100% batwe Nigh data rates and triple-play services withinlatest
2002 and 2008 (RVA Market Research and Consulting¥ersion DOCSIS 3.0 (CableLabs, 2007-2010). For both
2011). While still relatively strong, FTTH growttaés XDSL and HFC we assume the Fiber-To-The-Node
slowed somewhat since 2008. There are currentlytabo (FTTN) scenario, in which the DSL Access Multiplexe
20.9 million homes in North America where a fiber (DSLAM) is situated in a remote node that is cotemc
connection is technically available and approxiyale  via an optical fiber to the Central Office (CO) guuent,
million homes aCtuaIIy connected with lit fiber (RV while DSL is then app|icab|e on copper wires reagm

Market Research and Consulting, 2011). In Japa, thyom the remote node’s DSLAM to the Customer
number of FTTH connections has exceeded that remises Equipment (CPE)

ADSL in January 2007 (Suzuki, 2008). In Asia, there For optical access we considered two different

are currently around 78% of the world's FTTH . . . .
subscribers. In the first half of 2009, the growates in topologies, namely Point-to-Point (P-t-P) and Pwat

China and Taiwan were 167% and 25%, respectivelultipoint (P-t-MP). P-t-P systems are implementisihg
(IDATE Consulting and Research, 2010). Moredirect connections between CPEs and COs through 1

subscribers and higher data rates per subscriban meGbit/s or 10 Gbit/s Ethernet links. In the casePef-
higher total power consumption of the entire accesMP systems, we considered Gigabit Passive Optical
network infrastructure. However, different Internet Network (GPON) (ITUT-T, 2008), Ethernet PON
access options provide different data rate persil®s  (1G-EPON) (IEEE P802.3ah, 2008) and 10 Gbit/s
and consume more or less power. Although there hasthernet PON (10G-EPON) IEEE 802.3av 10G-
been a lot of research effort put in the invest@@adf  EpoN Task Force. The considered optical access

technological aspects of access networks, thererdye technologies are referred to as Fiber-To-The-Home
a few works concentrating on power consumptlon(FTTH) networks (ITU-T, 2009)

issues (Baligeet al., 2008; Lovric and Aleksic, 2010;
Aleksic and Lovric, 2010). In general, energy eéficy ) )
of global communication networks has gained a fot oACCESS nétwork model: Different access solutions
interest from research community (Aleksic, 2011).provide different data rates per subscriber andvall
Currently, the most of the electricity consumedthy unequal distances between the CO and end subscriber
network infrastructure is due to access networks. Additionally, typical configurations vary from case
This study aims to evaluate power consumption ofase. Therefore, it is not easy to fairly compare
different wired access technologies and to compardifferent access technologies with each other.
them by means of power efficiency. The study is In our study, we decided to look at maximum
organized as follows: The next section describes thachievable data rates for each technology anddtece
considered technologies and the model used to a&ealu differences in maximum reach, i.e., not to takeint
their power consumption. The obtained results ar@ccount the effect of reducing the data rate with
shown in the “Results” The “Discussion” addressesincreasing the transmission distance. Since bot8LxD
possible environmental impact of the considerecésec and HFC are assumed to be implemented in the FTTN
technolgoes. Finally, the last summarizes and coles  configuration, we assume that copper cables are not
the study. longer than few hundreds of meters. In this casé) b
xDLS and HFC systems are capable of providing the
MATERIALSAND METHODS highest specified data rates over such short copper
links. Thus, the assumption of neglecting the data
Consddered access technologiess The access network limitation caused by increase of transmission distas
technologies that we took into consideration in study  reasonable in this case.
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Fig. 2: Schematic depiction of the network model @

Please note that an all-copper solution, i.e. when e 7L :r';'”‘.“f“‘c"g
electrical signals are transmitted over copper esbl — ony *T(,
directly from central office to user premises, Wbul e s '““méc“é“ ek
result in significantly reduced data rates for long e T
distances in case of xDSL and consequently in ahmuc (b)

lower energy efficiency of copper-based access

technologies. The main parameters of different FTTNFig. 4: Generic structures of P-t-P 1G and 10G ifiéte
and FTTH options as specified in respective statslar (@) aggregation switch and (b) Customer

are listed in Table 1. Premises Equipment (CPE)

Table 1: Main parameters of the considered acoetsgorks (Staret
al., 2003; Large and Farmer, 2009; ITU-T, 2009; ITU-T
2006; CableLabs, 2007-2010; ITUT-T, 2008; I|EEE
P802.3ah, 2008)

The entire network model includes several modutes a
shown in Fig. 2. The network elements are modeted a
the chip level. That means we fist specified a gene

structure for both network-side and subscriber-side

Number of Maximum Max. .
channels data rates reach elements and then calculated their total power
DS US f:on_s_umption by_ summing up \{alues for consump_tion of
FTTNDS us [Mbit/sec] [Mbit/sec] _[km] individual functional blocks, i.e., Integrated Qiits
HFC DOCSIS 3.0 4 4 152 108 N/A H T
ADSLDT NIA o4 Lar - (ICs). For instance, the generic _struptures of M@ a
VDSL2 asymmetric N/A 100* 50+ 2 10G EPON elements are shown in Fig. 3 and those of
VDSL2 symmetric NA 100t 100" 2 1G and 10G P-t-P Ethernet are depicted in Fig.he T
Splitting Maximum Max. . . . .
ratio data rates reach power consumption of a functional block is obtaitgd
DS averaging the consumption values of a number of
ETTH [Mbit/sec] [Mbit'sec] [k components currently available on the market. beor
1G-EPON 1:32 1000 1,000 20 to validate our model of network elements, the ioletz
GPON 1:32 2,300 1,000 20 : :
10G-EPON symmetric 1:32 10000 10,000 20 values for their total power consumption are coragar
10G-EPON asymmetric 1:32 10,000 1,000 20 to those given in technical specifications of some
1 G Ethernet (P-t-P) N/A 1,000 1,000 20 : : .
10G Ethernet (P+P)  N/A 10000 10000 40 commercially available systems. In case of the lyide
* For short distances of up to few hundreds of nsete deployed HFC and xDSL systems, we created a data
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base of network elements, i.e., Cable ModemTable2: Obtained values of power consumption flfeént access

Termination Systems (CMTSs), DSLAMs and network elements

Max. number Max. data Power
DSL/HFC modems and calculated mean values that we  of ports rate per consumption
used for the calculation of power efficiency. The  /subscriber portiine
calculated values of total power consumption pemetwork DS us DS us
network element are shown in Table 2, which alscE'ement [Cbitlsec] [Gbitsec] [W]

. . . . FC CMTS 72 1.0 10.000 10.0000 1,350
contains maximum achievable net line datg rr_:ltes foEFC DOCSIS 1 1o 0.152 0.1080 9
each technology, i.e., the data rates excludinglititee 3.0 Modem
coding overheads. The values of transceivers’ powefPSL2+ 48 1 1.000 1.0000 83

. . . DSLAM

consumpt_lon are typical consumption values for,oo %, iem 1 10 0.024 0.0014 8
transmission distances of up to 10 km. The samehrea vpsi2 16 2.0 2.000 2.0000 64
i i SLAM
is assumed for both FTTH and FTTN access optlonsgDSL  odem 1 10 0.100 0.1000 ;
Other parameters that define our network modeltEman 1g.eponOLT  32x4¢ 1.0 4.000 10.0000 45
described as configuration and network-relatedtG-EPONONU 1 10 1.000 1.0000 13

X . . GPON B+OLT 32x4* 1.0 10.000 10.0000 47
parameters. Configuration parameters include numbefpong+oNnul 1 23 1.000 17.0000
of subscribers per central office and the uplingamity = 10G-EPON

. LT 10G 32x4* 4.0 40.000 40.0000 111
of the entral office (G). Network-related parameters gpon onu 1 1.0 10.000 10.0000 29
are firstly the network-specific topology and maxim ;G Féhgzgit 24 20 20.000 20.0000 114
reach as well as the power consumption of th%?vﬁchg(p_t_p)
corresponding network elements and secondly th%%EEl(f;eIn;)t 1 10 1.000 1.0000 7
maximum upstream and downstream data rates pepc Ethemet 12 1.0 10.000  120.0000 121

subscriber that are directly influenced by the Bupl 2aggregation

network configuration and its parameters. The?g'ghEEE:{:gt 1 10 10000  10.0000 28
combination of the mentioned parameters and theifPE (P-t-P) _ .

values represent the input to the model used fogtr':g;n%g'ﬁppsotf;n?'-: Down Link; UL: Up Link; DS Down
calculation of energy efficiency. The output of the T

model is the energy efficiency obtained by combgnin Due to the fact that users of passive optical ngtsio

the power consumption of the whole network and the
resulting achievable data rates per subscriber. connected 1o the same OLT have to share both Up

Thus, the resulting energy efficiency, i.e., theStream (US) and Dovyn Stream (DS) d_ata r_ates, they
energy needed to transfer a bit of information tigio calnnot tr;]each.the rlnaX|mum data r%ﬁ'“f/tthl n Tsjblte
the access network, is expressed in Joule per sobsc uniess there 1S only one user per - YVIiIe 1
per bit (Wibit/s= J/bit) networks both broadcast and multicast traffic haviee

: multiplied and transmitted to the users in paradeér
different links, PONs can naturally support broadca
and multicast services by sending only a singlea dat
E,)stream to all users. This property of PON optiogis i
addressed by introducing the broadcast fa&pwhich
represents the percentage of the downstream data ra
used for broadcast services. Thus, the total litieal
data rate of a single user in a PONy, Ran be
calculated by considering the following three cases

The considered data rates for different technekgi
are net line data rates excluding coding overh€ad.
instance in the case of P-t-P 1G Ethernet, we assum
Gbit/s (w/o the overhead associated with the 8B/10
coding) in both directions, unless it is limited the
uplink of the aggregation switch in the CO. In athe
words, both protocol inefficiency and subscriber
behavior are not taken into account because it avoul
make the comparison much more complex.

The active users in a passive optical networ
equally share the available bandwidth. For both RTT
and FTTH P-t-P networks, we assume that all usams c
achieve the maximum data rate unless there is anoth
limiting factor. The data rate per user in this eés

kCase 1. The total bandwidth consumed by all active
users is below the given limit, «C which is the
maximum bidirectional uplink capacity of the cehtra
office switch, i.e., when &Ng.1 (frustrps), where s
) 1© : ) and ps represent the maximum upstream and
only limited by the maximum capacity of the yoynsiream data rates, respectively,Nis the total
aggregation switch to which they are connected@nd nymper of optical line terminals in the CO. In thise,
the maximum uplink capacity of the corresponding CO g ysers can be provided with the maximum datesrat
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in both upstream and downstream directions and the

total bidirectional data rate of a single user dan
calculated using Eq. 1:

1 = — OLT l
R} = Ios (B+[ rpg(1 B)+rUS]El:—, 1)

user

where, Nser IS the total number of active users
connected to the CO.

RESULTS

Energy efficiency of access networks. Energy
efficiency of the access technologies briefly
discussed “Materials and Methods” is estimated by
considering the following two scenarios. The first
one does not include any limitation of the uplimk i
central offices of network providers. It gives the
theoretically highest possible efficiency that dae
achieved by each technology. The second scenario is

Case 2: The second condition reflects the case in whict more realistic one because it foresees that there

the bandwidth limitation is reached, but theretil$ 150
effect on the broadcast traffic, i.e., whepg € C; <

Novt (frus + o) but (G - Nour rus)/Nowr > bs B,

limited resources available in the central office,,
in the metropolitan area network. For this case we
assume a 10-hop, 80-channel WDM metro ring

where s, represents the reduced upstream data raf@foviding 40 Gbit/s wavelength channel and 1,000

due to the limitation of the uplink (. In this case,

subscribers per CO. The total capacity of the iigg

both downstream and upstream data rates are reducdfen 40 Gbit/s x 80 wavelengths = 3.2 Tbit/s. Thus,
but not as much to affect delivering of broadcastf the available capacity is equally divided amaaiy

services. The data rate per user can be then atddul
by the following Eq. 2 formula:
(2)

2 _ _ oLT
R, = rDSEB+(rDS,L IosB+ rus,l.)

user

where, ps, is the reduced downstream data rate due t
the limitation of the uplink.

Case 3: Finally, the third case refers to a strong redurcti
in the available bandwidth per user due to thenipli
limitation, where not only the best-effort but al8te
prioritized broadcast traffic is throttled. In thimse we
have G < Novt (frus+ I'ps) and (G - Novt fus )/ Novt <
rps' B and the achievable data rate per user is theB:Eq

@)

The reduced upstream and downstream data rat
are given by Eq.4-6:

g 4

Tos,. _T!
Nour Eﬂ_
C
fusL = N > ~Tosr (5)
oLt

and:
NOiT = I’DS,L + I’US‘L' (6)

nodes, than each CO would have a maximum uplink
capacity of 320 Ghit/s.

The values of power consumption for both the
concentration equipment located in central offioés
network providers and the customer premises
equipment are summarized in Table 2. The values are
8btained by defining generic structures of network
elements and calculating the typical power consionpt
per element. The power consumption values for each
functional block, i.e., for a component or a chijhin
a network element, are obtained by averaging the
typical power consumption values of a number of
components currently available on the market. The
access network is populated step by step. That sriéan
there is only one subscriber connected to a COy the
only one concentration element is used. As soahes
number of subscribers per CO exceeds the number of
lines that one concentration element can provideva
concentration element is added.

Figure 5 shows results of power efficiency for the
®dnsidered access technologies when the number of
subscribers connected to a CO increases form 1 to
1,000. The results are obtained by using the model
presented and by setting the broadcast factor B to
100%. Hence, data transmitted in the downstream
direction is broadcasted to all users within the
corresponding PON, while the upstream capacity is
equally shared among the active users. The curves
presented in Fig. 5a and 5b are obtained without
considering any bandwidth limitation in the CO.idt
evident that the fiber-to-the-node options (Fig) &ee
generally less energy efficient than the fiberke-t
home networks (Fig. 5b).
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1.00
0

or DSLAM) is effectively utilized, they become more
o efficient, but still for an order of magnitude less
Uplink efficient than the optical access options. In dudsy,
the most efficient copper-based technology was VDSL
with 56 W/Gbit/s per subscriber for the case ofoQ,0
subscribers per CO. The FTTH options show generally
better efficiency than the FTTN ones (Fig. 5b).
1 10 100 1.000 Please note that for FTTH technologies we
Nuuber of subscribers per CO Nopser) considered symmetric options only, i.e., maximurtada
(@) rates in both upstream and downstream directioas ar
assumed to be equal. If only few customers are
i pa— connected to a CO, then the P-t-P 1G Ethernet shows
-t-P 1G . H H
- Unlimited the lowest efficiency among all the considered azbti
= Uplink access network options. This is because the aggraga
R switch consumes more power than a PON port and the
z PO, U advantage of a dedicated connection to each sblescri
10 sPoN \ does not play a significant role because PON
106-ERONY e subscribers also achieve a relatively large datafox a
i T T B low number of subscribers. The equipment providing
Numiber of subscribers per CO (Nogeer) 10 Ghit/s also consumes large power, but it pravide
(b) 10-times larger data rate than the 1 Gbit/s oneeWh
the number of active users increases above few tens

800

600
VDSL2
400 \(symmetric)

200 L=

ADSL2+

Energy consumption per

p— then P-t-P 1G option becomes more efficient than 1G
320 Gbitls EPON and GPON. In this theoretical scenario without
Uplink any bandwidth limitation, 10 Gibt/s systems would

provide the highest power efficiency. Thus, if weul
have a huge capacity within the metropolitan argzh s
that very high speed access at 10 Gbit/s coulddéded
to 1,000 customers at the same time, then the poogtr

ADSL2+

VDSL2
(symmetric)

1 10 100 1,000 efficient option would be P-t-P 10 Gbit/s Ethernet.
Number of subscribers per CO (Nagse) In order to study a more realistic case, we lithite
(c) the uplink capacity per CO to 320 Gbit/s The resfdt
this limited capacity case are shown in Fig. 5¢c &dd
40 e The capacity limitation has no impact on the FTTN
Rl PP i options because they can hardly exceed the maximum
Uplink capacity of 320 Gbit/s per CO with 1,000 subscsber
Therefore, the results obtained for the theoretical
unlimited case are also valid for the limited cagrd the
= curves shown in Fig. 5¢ do not differ to those presd
~ >~ in Fig. 5a. On the contrary, the optical point-twf
0 : i access technologies are strongly influenced by this
1 10 100 1,000 limitation, especially those providing 10 Gbit/scaess.
Nurbes 6F SUbechber Fer GO (o) P-t-P 10G Ethernet exceeds this limit already fow f
() tens of subscribers. Hence, it becomes the most

. - inefficient one when the number of subscribers @er
Fig. 5:;%\”:5; egg%'gggy ver];e(na) az-sljrﬂingndarfb)urllzl?—n-:i; (grows above 100. This effect can l:_Je explai?gd as
available capacity in CO as well as (c) FTTN and ollows. A growing number of subscribers imply an

. ) increase in required number of network terminaés, &
Ejdglirfl-(r ?;Wir\r/]\/i?;dntéh??zgvgg?t?sle capacity of the COpjgher total power consumption. At the same tirhe, t

data rate per subscriber decreases due to the mthdw

. . ; : limitation in the CO, i.e., subscribers cannot expl
Because FTTN conﬁguranons provide a relatively lo their maximum data rates anymore. Consequen?l@ an
data rate per subscnber_ and a large number qﬂcrease of energy per bit, or equivalently a deseeof
subscribers per concentration element, they tenoketo energy efficiency, is caused. Due to the fact that

very energy inefficient for a small number of hassive optical networks, the available capacityhef
subscribers. When the number of subscribers ineseasfeeder fiber is shared among a number of users, the

and the capacity of the concentration element (CMTSmjtation of uplink capacity in CO shows no impaxt
536
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energy efficiency of GPON and 1G-EPON for up to(IDATE Consulting and Research, 2009), about 91
1,000 subscribers (Fig. 5d). This is because therdée  million subscribers were connected chiefly by the
per user in PONs is rather limited by the sharedigital Subscriber Line (DSL), 17.4 million by the
transmission media than by the finite uplink capecf ~ Hybrid Fiber Coax (HFC) and about 1.6 million
the aggregation switch. A single OLT port is sharedsybscribers used an optical access technology (FTTH
among up to 32 users, which leads not only t0 gn this study, we assume 10,000 homes per Central
reduction of data rate per user but also to abugmitly  (ffice (CO). The values of energy consumption ger b
lower total network power consumption. Therefore th 4t e estimated for different access technologies
most power efficient options when assuming a lichite “Results”) can be used to calculate the access-

uplink of the central office and a large number of o504 GHG' emissions. Here, we do not take into
subscribers are passive optical networks. Althotingh account any bandwidth limitation of the uplink.

CO uplink limitation affects the energy efficienof - .k
high-speed PONs (10G-EPON) for a large number oﬁddmonally, We assume tha_t all network equipment
subscribers, i.e. for more than 500 subscribersy th &/ways on. For the calculation of GHG emissions we
remain, however, the most efficient network amdneg t consider thg energy sources mix in Europe thatsl¢éad
considered options for both limited and unlimitedink  the conversion factor of 0.356 kgCO2e per kWh (AEA,
capacity as well as for small and large networkssiz 2009; Carbon Neutral Company, 2009).
The results regarding GHG emissions caused by
DISCUSSION the access network infrastructure in the EU for the
) ) o ) aforementioned scenarios are shown in Fig. 6-8. The
Environmental implications: Since both average estimated total GHG emissions per year of a Europe-
access rate and number of network terminals hage be \ide access network are shown in Fig. 6. The Best

continuously increasing over the last decade, th@p the left-hand side represents the GHG emisgifns
contribution of the access network infrastructwrdite  the first scenario, while the three other barsrridethe
total electricity consumption of the Information dan hypothetical scenario 2 with only one access
Communication Technology (ICT) sector has beenechnology implemented and used in all 29 European
increasing too. High electricity consumption meanscoyntries. It is evident from the diagram that adg6
large energy-related Green House Gas (GHGlower GHG emissions would be possible if all
emissions. Therefore, it would be of interest te w#at  sypscribers would use VDSL2, while higher emissions
impact on GHG emissions access networks alreadyoy|d pe expected when all 110 million subscribers
have and how large their impact would be in case ofygyid be connected by HFC or FTTH. In case of HFC,
having the same access technology used everywhere. the total GHG emissions would increase by 99%, evhil
As a starting point for this case study we take th 5 Eyrope-wide optical access network based on GPON

statistical data for broadband coverage in EUropgouid generate about 25% higher emissions.
obtained and published by the IDATE (IDATE

Consulting and Research, 2009) and calculate GHG
emissions caused by the estimated -electricity
consumption of access network infrastructure in 27
countries of the European Union (EU) plus Norwag an
Iceland (EU-27+2). We consider here two hypothética
scenarios. The first scenario bases on the statistata

for the coverage of DSL, HFC and FTTH access
technologies in Europe and assumes that all DSL
connections are based on VDSL2, HFC uses DOCSIS
3.0 and FTTH is implemented as GPON. The second
scenario considers that all subscribers are coeddmnt

the same technology, namely either using VDSL2 ofFig
HFC DOCSIS 3.0 or GPON. Thus, we are now able to
estimate the impact of each considered access
technology on GHG emissions. As stated in (IDATE
Consulting and Research, 2009), there were in total

—
15

Total GHG emissions per year

| OFTTH(GPON)
EHEC (DOCSIS 3.0)
= DSL (VDSL2)

+99%

7%

] FTTH 1.

NoWw e L u % 0

Greenhouse gas emissions [Mtons/year]

o =

EU-27+2 (2008)  EU-27+2 (all DSL) EU-27+2 (all HFC) EU-27+2 (all FTTH)

. 6: Calculated total greenhouse gas (GHG)
emissions per year of DSL (VDSL2), HFC
(DOCsIS 3.0) and FTTH (GPON) networks
using the numbers of broadband wired access
subscribers in 27 countries of the European

115.1 million broadband subscribers within the EU-
27+2 region in 2008, of which approx. 5.2 milion

subscribers used the fixed wireless access. Siree w

concentrate on a pure wired access, we assumalfat
million subscribers were using a kind of fixed
broadband access in 2008. According to referenc
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Union (EU) plus Norway and Iceland (EU-27+2)
at the end of 2008 (IDATE Consulting and
Research, 2009). Also shown are GHG
emissions of three hypothetical scenarios, in
which all subscribers are assumed to use the

e same technology (DSL, HFC or FTTH)
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]

GHG emissions per subscriber and gbit optical access networks and in partiCUIar passptte:ai
"""""""""""""""" networks such as GPON, have the highest potemtial t
reduce GHG emissions caused by the electricity
-47.3% consumption of the access network infrastructunee O
can obtain from Fig. 8 that when looking at the
considered network scenarios, a broad use of dptica
access networks could lead to a reduced GHG

(=]

)

[mg/éhit]

-93%

B

o

Greenhouse gas emissions

A 4

— emissions per Gbit by approximately 88%.
DSL (VDSL2) HFC (DOCSIS 3.0) FTTH (GPON)
CONCLUSION
Fig. 7: Greenhouse gas (GHG) emissions per ) ) )
subscriber and Gbit of DSL (VDSL2), HFC In conclusions, we evaluated different wired asces
(DOCSIS 3.0) and FTTH (GPON) accesstechnologies regarding their energy efficiency.ohr
networks with 10,000 subscribers per CO study, we considered two scenarios; one with ubdidhi
uplink to the metropolitan area network and anotimer
1200 - with an uplink limited to 320 Gbit/s. Our resultave
Looo Total GHG emissions per gbit E;TFTC}Z;GOPC%?;O) shown that for the unlimited case, the high-speed
67.8% ®DSL (VDSL2) options with 10Gbit seédink data rate show the highest
800 —___F_TTHO.Z‘?_\%________T _________ energy efficiency. When the uplink limitation is
11.5%

600 considered, which can be seen as a realistic asgump
for today’s networks, passive optical networks leeo
the most power-efficient options. Generally, thedFt
To-the-Node (FTTN) configuration using ADSL2+,
VDSL or HFC shows the lowest efficiency, excepting
the case in which a large number of subscribers are
Fig. 8: Calculated total greenhouse gas (GHG)conne_cted to t_he central oﬁice_ that has a limiptink
emissions per Ghbit of DSL (VDSL2), HFC capacity. In this case, VDSL2 inthe FTTN arrz?m_geme
(DOCSIS 3.0) and FTTH (GPON) networks reache; appro>.<|matelly the same energy efficiency as
using the numbers of broadband wired acces&€ Point-to-point optical Ethernet. Additional tbe
subscribers in 27 countries of the Europearenergy efficiency we also studied the impact ofeasc
Union (EU) plus Norway and Iceland (EU- network infrastructure on the environment through
27+2) at the end of 2008 (IDATE Consulting energy-related Greenhouse Gas (GHG) emissions. In
and Research, 2009). Also shown are GHGour considered hypothetical scenarios, an all-VDSL2
emissions of three hypothetical scenarios, inaccess infrastructure would generate the lowest tot
which all subscribers are assumed to use thgsHG emissions when assuming that the network
same technology (DSL, HFC or FTTH equipment is always in the “on” state. However, for
o i transferring a large amount of data and when nétwor
The amount of Carbon Dioxide equivalent (8D  gquipment is switched off during its inactivity &)

emjssions caused by a subscriber for transferrimg o optical access technologies have the highest pateat

or GPON networks is shown in Fig. 7. It can be seeonsumption of access network infrastructure.

that about 10.5 mg of G® are produced by HFC

network equipment for transferring one Gbit of data ACKNOWLEDGMENT

while a reduced emission per Gbit of up to 47.3% is

possible when using VDSL?2 instead of HFC. A large  Study described in this study was carried out with

reduction of 93% can be obtained in a GPON-basethe support of the BONE project (“Building the Feu

network. Hence optical access networks becomeyﬂghlfom('jc"‘(‘jI l[;lethork in Europe”), a Network ﬁf Ex%ellﬁmc H

efficient when taking into account the amount ofada unded by the European Commission through the 7t
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transferred over time. Therefore, for exchanging

) . , ,a\CT funded by the Austrian Fund for Climate and
particular amount of data and when assuming switchi Energy and accomplished in the framework of the

off network equipment during their inactivity times program “NEUE ENERGIEN 2020".
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