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Abstract: Business intelligence tools now play an important role in data 

collection, processing and analyses of organizations. Managers may use 

outputs of such tools and make improved decisions. To provide an even 

better situation for managers, business intelligence tools may be used to 

predict future and display present and past statuses of the organization. 

Available business intelligence tools predict future based on historical 

data, i.e., they are said to enjoy backward approaches. In this study, it 

was tried to change extrapolation of historical trends according to our 

expectations of future events so that forward approaches could be 

employed for prediction purposes. 
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Introduction 

Business intelligence is the ability to collect, 

process and cumulate organizational information so 

that all staff in every level could access what they 

need, hence no competitive risk may be observed 

(Bahrami et al., 2012). Conventional tools are well 

capable of analyzing every aspect of the organization; 

however, all they process is historical data (events 

happened by now) which enables the organization to 

more accurately review its right or wrong decisions in 

the past. Yet, the past cannot be changed. Under these 

circumstances, managers need to predict future, control 

upcoming events and proceed in accordance with their 

goals. To make this possible, most manufacturers of 

business intelligence tools use predictive analyses to 

recognize variation patterns of indices and predict 

customers’ future (Ranjan, 2009). 

Future prediction of different parameters such as 
demand, price, failure rate, or even weights for strategies 
have been used in different context such as competition 
and game problems (Esmaeili et al., 2015; Mohamadi and 
Bahrini, 2020), complex systems (Majlesinasab et al., 
2019a; 2019b; 2019c), supply chain management 
(Najjartabar-Bishehet al., 2018; Najjartabar et al., 2016; 
Soleimanynanadegany and Tolooie, 2015; Tolooie and 
Soleimanynanadegany, 2005; Tolooie et al., 2020; 
Zahraee et al., 2020), crowd sourcing and human 
computer interaction (Saremi et al., 2020a; 2020b; 

Urbaczek et al., 2020), healthcare systems (Fanoodi et al., 
2019; Jahantigh et al., 2017; Maleki et al., 2014; Malmir 
et al., 2016; Sepehri et al., 2013), quantitative strategy 
planning (Khanmohammadi et al., 2019; Montazeri and 
Najjartabar-Bisheh, 2017) and quality control (Daryabari 
et al., 2019). Two general types of models have been 
proposed for future prediction (Van den Poel and 
Buckinx, 2005). The first type, based on historical data, 
tries to recognize data variation patterns and extend it 
to predict the future. The second type models enjoy a 
qualitative approach according to which expert ideas 
are used for prediction. Each model has shown to have 
several advantages and defects. Quantitative models 
reflect clearly prior patterns and trends; however, they 
are incapable of considering events of no historical 
background. On the other hand, while qualitative 
models focus less on prior events (since they are 
thoroughly based on expert judgments) they may be 
used to estimate new events and their impact on 
predictions. 

It is concluded that one may combine both 

quantitative and qualitative models and enjoy their 

advantages at the same time; besides, their defects may 

be solved when these models are used simultaneously. 

The present study suggests a method to combine these 

approaches. Quantitative techniques were used in the 

first phase and then the obtained outputs were subject to 

review through forward approaches and expert ideas. 

Therefore, inaccuracy of qualitative methods could be 
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solved and quantitative techniques are no longer in the 

state of without unknowingness. 

Literature Review 

Many applications for business intelligence have 

been defined so far and their tools have been used in 

different categories (from both theoretical and practical 

points of view). Bahrami et al. (2012) established a 

proper procedure to employ business intelligence in 

market management. From his viewpoint, business 

intelligence capabilities are: Decision support, statistical 

analysis, future prediction and data analysis. Tutunea and 

Rus (2012) suggested use of business intelligence in 

Small and Medium Environments (SME). They believed 

that making right decisions at the proper time and 

consequently adopting proper procedures would be used 

as output of a business intelligence system creating 

competitive advantages for SMEs. Nofal and Yusof 

(2013) proposed a model to combine Enterprise 

Resource Planning (ERP) and business intelligence. 

They believed ERP may be used as a strategic tool for 

uniform planning and management of an organization. 

Moreover, business intelligence tools are well capable of 

supporting management decisions. Through combining 

these two models, one may enjoy their advantages 

simultaneously. It was claimed that this action improved 

data analysis and business trends predictions. 

Foshay and Kuziemsky (2014) studied the feasibility 

of business intelligence in hygiene issues. Lasi (2013) 

provided a path to apply business intelligence in 

manufacturing environments. McBride (2014) carried 

out a case study on the use of business intelligence in a 

production chain. This study showed the importance of 

business intelligence in the management of the 

production chain. He expressed that applicability of 

business intelligence is not only for examination of 

current situation, but also for future prediction. He 

mentioned that by application of business intelligence in 

predictions through extrapolation of existing data, report 

making would no longer be their only use and the future 

may be revealed. Regression model is applied for 

prediction in McBride’s method. 

Chang (2014) introduced a new concept of business 

intelligence as business intelligence service in cloud 

environment. From his point of view, financial issues of 

an organization are caused by the lack of sufficient and 

accurate information regarding upcoming risks. Using 

business intelligence in cloud environment, one may take 

advantage of cloud calculus and complex models for 

modelling to increase accuracy in risk analysis and 

predictions. Chang developed a model to help users in 

reviewing their actions as well as predicting the future.  

It is crystal clear that many applications for business 

intelligence have been defined and its tools have been 

used in various fields. Business intelligence tools have 

shown an undeniable role in providing information for 

future prediction. It would be meaningful to conclude 

that an essential use of these tools is future prediction or 

predictive analysis. 

How to Predict Future by Prevailing 

Business Intelligence Tools? 

Some dominant tools of business intelligence and 

their approach for prediction of future are discussed in 

this section. It is worth mentioning that all tools have 

strategies for predictive analysis; however, the prediction 

procedure may differ from one tool to another. In 

Tableau, future prediction is carried out via historical 

data. This software tries to find past-concerning data and 

predict future by extending them. Tableau has eight 

equations for data fitting and automatically selects an 

equation which is closer to the actual data at each 

prediction step so that the quality is improved. Besides, 

the user is given the opportunity to select the prediction 

equation manually (Tableau Software, 2019). Alteryx is 

another tool providing a platform to process a great deal of 

data in conjunction with predictive analysis. Future 

prediction is performed according to the historical data by 

means of the following prediction models: Regression, 

decision tree and the forest method. 

Prediction by Qlik View is performed by What-if 

analysis. In other words, changing effects of independent 

variables on dependent ones are evaluated. Historical 

data are not sufficient in this tool and the user may 

predict independent variables according to the 

information they have in mind and estimate their effect 

on dependent variables (IBM, 2011). Microsoft provides 

users with What-if order (similar to Qlik); in addition, 

users may find out what changes are needed to be made 

to reach a certain goal through the Goal Seeking option. 

Similarly, IBM tool predicts the future according to 

historical information. After collection and consolidation 

of data, future values are predicted by model fitting and 

determination of data change pattern. Decision tree 

algorithms, linear regression, kth average, ABC analysis 

and balanced score table are employed in SAS tool for 

predictions (SAS Institute Inc., 2015). Independent 

variables are predicted according to dependent ones and 

the prediction model is selected automatically based on 

data trends (Thompson and Duling, 2010). TIBCO 

Spotfire provides an environment for predictive analysis 

based on statistical methods. There is no need for 

statistical programming and the required output may be 

imported from other statistical tools such as SAS or 

MATLAB. Information Builder employs historical data 

in the prediction step and predicts the future by 

regression or decision tree. 
Most business intelligence tools provide methods for 

future prediction; however, there have been few 
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scientific studies on application of prediction in this 

field. Some prediction methods in prevailing tools were 

discussed so far. All existing tools of business 

intelligence predict future according to historical data. 

Actually, they try to find trends and patterns regarding 

the performance of an organization in the past and 

extend it to future periods. In the present work, authors 

attempted to develop a different approach by combining 

backward analyses with forward analyses. 

Prediction Model 

Two general types of models have been proposed for 

future prediction. The first type employs the knowledge 

of past and present; data variation patterns, processes, 

algorithms and change paths are determined and the 

future is predicted accordingly. Econometric techniques, 

trend lines (linear, exponential, polynomial, logarithmic, 

power, etc.) and time series (regression models, moving 

average, mixed moving average, etc.) are some of the 

methods applied in this category. These methods are 

sometimes called as without unknowingness due to the 

fact that merely historical data concerning past events 

are taken into account; in fact, they are incapable of 

assessing effects of new events in the future on existing 

trends. Quantitative models are never subject to be 

surprised, fairly inexpensive and highly inaccurate due to 

assuming the past continuing within the future. 

On the other hand, the second type has a qualitative 

approach. It is believed that a given index in any 

scientific field depends on many factors which are 

neither readily recognizable nor follow a comprehensive 

model. On this ground, predictions based on quantitative 

methods may not yield acceptable answers for 

corresponding scientific fields (Taghva and Alizadeh, 

2005). Human mind and knowledge about his 

surrounding environment are the basis of all proposed 

techniques for the second type of models. Panel, 

consensus, brainstorming, Delphi and scenario are some 

of the known techniques of this approach. Experts in a 

given field consider available historical data and suggest 

future events based on their understandings and personal 

ideas. It is necessary to mention that no accurate model 

is used in this approach, but intuition forms its structure 

which is known to be the main defect of the qualitative 

method (Jenkins and Smith, 1994). Plural thoughts are 

believed to choose a rather correct path; in other words, 

the more people suggest their ideas, the more reliable the 

output would be (Taghva and Alizadeh, 2005). 

Combination of Qualitative and 

Quantitative Approaches 

Each approach has been separately discussed so far 

and it was mentioned that they may have series of 

advantages and defects. Quantitative approaches vividly 

reflect past trends and patterns, while they are 

incapable of considering events with no historical 

background. On the other hand, qualitative methods 

are less accurate in reflecting past events (because 

they are only based on personal judgments); however, 

the effects of unprecedented events on future trends may 

be evaluated through such methods. 

Therefore, one may combine qualitative and 

quantitative approaches and enjoy their advantages at the 

same time. In other words, simultaneous application of 

these approaches may cover their defects and faults. A 

procedure is hereby introduced through which these 

approaches may become one. Quantitative approaches 

were employed in the first phase and then the outputs 

were reviewed based on futuristic and expert ideas. 

Hence, inaccuracy of qualitative methods might be 

solved and quantitative approaches would no longer be 

without unknowingness. In other words, the proposed 

model helps to change extrapolation of historical trends 

according to existing expectations on future events. 

These events may include any type of action in 

technology, politics, society, economy and other 

affecting changes on trends. Phases of the proposed 

model are explained as follows. 

Phase I: Quantitative Prediction 

In the first step, trend lines (linear, exponential, 

polynomial, power, etc.) or time series (regression 

models, moving average, mixed moving average, etc.) 

of historical data were fitted and the closest model to 

the historical data was selected. Model selection 

strongly depends on the organization business and the 

nature of corresponding data. It is clear that there are so 

many methods in hand for this purpose while testing 

them all could be quite costly and time-consuming. 

Thus, several models, expected to show better fits 

according to the nature of organizational data, were 

selected (a primarily filtration) and then the best model 

among the selected models with the least difference 

from data points was determined. 

Phase II: Qualitative Prediction 

As mentioned before, qualitative methods are based 

on expert ideas, for collection and analyses of which, 

taking the following steps is necessary: 

 

 First step: Appointing a supervisor to carry out the 

prediction process 

 Second step: Determination of the number of 

individuals contributing to the prediction process 

 Third step: Determination of a certain index to be 

predicted; there is no need for the organization to 

employ these models for prediction of all indices, 

but only important and decisive ones 
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 Fourth step: Determination of a certain period for 

prediction; naturally, index value may vary within 

future days, months or years, then, a certain time is 

required to begin the prediction process 

 Fifth step: Collecting individuals’ ideas involved in 

the prediction process; authors accomplished this 

step inspiring from a common method in 

maintenance and repair industry called Failure Mode 

and Effects Analysis (FMEA). This method has been 

widely used in all fields of industry since 2000 

FMEA Method 

FMEA tries to find factors resulting in malfunction 

of machineries or equipment in future. Being a 

preventive method, FMEA helps to remove potential 

failures in products or process duration before they 

occur. There three major factors in FMEA to consider: 

 

 Occurrence: Probability i.e., failure counts to 

process operation times ratio 

 Severity: Evaluation of failure consequences (in 

case of occurrence). Severity is an evolution scale 

reflecting a failure in case of occurrence 

 Detection: Probability of failure detection prior to 

observation of its consequences. Detection is the 

ability to find the reason and mechanism of failures 

 

Probable failures and problems for a given 

instrument were initially listed. The three indices were 

given a value ranging from 1 to 10 for each problem. 

By multiplication of these indices, Risk Probability 

Number (RNP) is obtained: 

 

RPN = Severity × Occurrence × Detection 

 

Priority in investigation goes to problems with higher 

RPN values since they are more likely to happen, hence, 

they would bring about harsh damages. An acceptable 

level of RPN has to be set in every FMEA project which 

is defined according to the organization. RPN = 125 

(Severity × Occurrence × Detection), for instance, 

could be an RPN level for a hypothetical FMEA 

project. Accordingly, RPN>125 events have to be 

prioritized for proper modifying procedures. Either 

Pareto diagram or zoned diagram may be used in order 

to determine cases with more priority. 

Extension of FMEA Model for Prediction in 

Business Intelligence Tools 

FMEA model was extended and employed for 

prediction. RPN method may be appropriate to present 

expert ideas on the prediction curve. As mentioned before, 

certain index and prediction period were given to 

individuals involved in the process. Each person suggested 

a list of probable events which in case of happening would 

cause some changes to quantitative predictions of that 

index. This step may be performed via any qualitative 

method such as consensus, Delphi, brainstorm, etc. 

According to these methods, people involved in the 

prediction process were to suggest a list of probable future 

events. However, past and present events affecting the 

studied index were also taken into consideration. 

After preparation of the lists, they were sent to the 

prediction process supervisor. He integrated the ideas and 

removed similar ones. Then, the supervisor propounded 

each idea and questioned everyone regarding a certain event 

(which is proposed by one or more individuals). It is best to 

discuss each event separately so that people would not get 

involved in so many cases and their mutual influences. 

Similar to FMEA, experts were required to set a probability 

value for occurrence, severity and detection of a certain 

event. Consequences of failure and damage are always 

studied in FMEA (negative effects), while business 

intelligence (the proposed model) identifies opportunities 

and threats for an organization (Vinekar et al., 2009). 

Hence, in order to use FMEA method in business 

intelligence tools, one has to consider all the events 

(imposing both positive and negative events). The 

individuals filled out a form designed in this system 

according to their understandings (Table 1). The form 

header shows the given index and prediction time period. 

For each event, there was one form to be filled. 

Severity, Occurrence and detection are given the 

corresponding values in FMEA method. These 

concepts may be redefined in business intelligence 

predictions as follows: 

 

1. Severity: In case of occurrence of an event, how 

effectively it alters the index and quantitative 

prediction 

2. Occurrence: How probable the event is or in case of 

occurrence, how probable its effectiveness is 

3. Detection: To what extend it is possible to detect the 

consequences; in other words, how clear the 

consequences of probable events are

 
Table 1: The proposed form to collect expert ideas in prediction process 

Predictor’s name  Prediction index  Prediction period 

----------------------------------------- -------------------------------------------- ---------------------------------------------- 

Predicted event Severity Occurrence Detection Effect bias Priority number 
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Users might assign a score ranging from 1 to 10 to 

the three indices (higher values imply higher chance of 

occurrence, more severity, or easier detection). In 

addition to the three indices, the effectiveness of an 

event is also necessary to be realized. Effectiveness 

illustrates negative or positive influence of an event on 

the studied index (it consists of two positive and 

negative characters). Effectiveness is not used in FMEA 

due to the fact that all events investigated in that area 

have negative consequences and cause damage, while in 

business intelligence, different events may lead to either 

positive or negative actions. By multiplication of the 

three indices in FMEA, Risk Priority Number (RPN) 

may be obtained. However, the multiplication result in 

the proposed model was named PN because of 

simultaneous consideration of positive and negative 

events. PN values were automatically calculated by the 

system which equal occurrence × severity × effect bias 

(the detection effect may be considered differently that is 

discussed in the following sections). 

A Method to Achieve Consensus in Expert 

Ideas 

It was already mentioned that contribution of more 

individuals in the prediction process leads to more 

reliable results. Hence, it is recommended that the 

prediction process is carried out through a team work. 

Under these circumstances, the displayed form in Table 

1 is filled out by every individual in the team. In the 

meantime, another method is needed to integrate ideas 

i.e., all ideas have to be summarized and the outcome is 

illustrated in the prediction result. Importance of each 

individual in the team has to be manifested by a weight 

factor determined by the senior manager; there are two 

probable situations: 

 

1. The senior manager thinks that ideas of all 

individuals are equally important. In this case, 

knowing the number of contributors, the weight 

factor of each individual may be obtained by the 

following formula: 

 

’    

1 /   

Individual s weight factor

Number of contributors
 

 

2. The senior manager thinks that ideas are of 

different importance and some ideas are preferred 

to others. In this case, the senior manager is 

required to assign a weight factor (<1) to 

contributors so that the total value is 1 

 

After determining the weight factor, the ideas have to 

be integrated. A PN value is calculated for each 

individual and event; then, all PN values have to be 

integrated, carried out when they are sent to the 

supervisor using the following formula. 

It was already mentioned that contribution of more 

individuals in the prediction process leads to more reliable 

results. Hence, it is recommended that the prediction 

process is carried out through a team work. Under these 

circumstances, the displayed form in Table 1 is filled out by 

every individual in the team. In the meantime, another 

method is needed to integrate ideas i.e., all ideas have to be 

summarized and the outcome is illustrated in the 

prediction result. Importance of each individual in the 

team has to be manifested by a weight factor determined 

by the senior manager; there are two probable situations: 

 

1. The senior manager thinks that ideas of all 

individuals are equally important. In this case, 

knowing the number of contributors, the weight 

factor of each individual may be obtained by the 

following formula: 

 

’   

1 /   

Individual s weight factor

Number of contributors
 

 

2. The senior manager thinks that ideas are of 

different importance and some ideas are preferred 

to others. In this case, the senior manager is 

required to assign a weight factor (<1) to 

contributors so that the total value is 1 

 

After determining the weight factor, the ideas have to 

be integrated. A PN value is calculated for each 

individual and event; then, all PN values have to be 

integrated, carried out when they are sent to the 

supervisor using the following formula: 

 

1

, 1,2,...,
N

y x xy

x

PN W PN y M


   

 

Phase III: Combination of qualitative and 

quantitative methods 

Previous phases yield a prediction curve by 

quantitative methods and a list of probable events with 

corresponding PN values. These data are now integrated 

and the effect of future events is illustrated on the 

prediction curve. On this purpose, the events are divided 

into two categories: 

 

1. Historical data on a predicted event are available, 

for example: 

a. According to a governmental order, consumption 

of several products is reduced (or increased) 

b. A client becomes bankrupt and ceases his 

purchase 
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c. A client is expanding his work; thus, he would 

increase his demand 

d. Due to some policies, the organization decides 

to shut down a store 

2. Historical data about a predicted event are not 

available; for example: 

a. The organization introduces a new product 

b. A new client is registered 

c. The organization opens a new store 

d. A new competitor enters the market 

e. A competitor loses his share in the market 

because of a destructive fire 

 
Prediction of effectiveness is carried out readily in 

case of events in the first category. Historical 
information about products, clients, stores, etc. is 
available and the effectiveness is accordingly 
determined. Let us take reduction in sale of a specific 
product (due to a governmental order, increase in costs 
of raw materials, change of buyers’ taste, etc.) as an 
example. Historical sale data of this product are 
available. It is assumed that 10% of the total sale of the 
organization was due to this product. As mentioned in 
the previous section, individuals assign values of 
occurrence, severity and detection. In this example, 
contributors answer the following questions: 
 

1. What is the probability of occurrence? Answer: 8 

2. In case of occurrence, what would happen to the sale 

of this product? (would it be totally lost or there 

would be some increases or decreases?) Answer: 6 

3. How clear are the consequences? Answer: 4 

4. Does the event affect the studied index positively or 

negatively? Answer: positive 

 

Now, it is required to illustrate the effect on the 

prediction curve. At first, RPN is calculated: 

 

 0.6 0.8 0.48RPN effect bias severity occurrence       

 

Therefore, the Sale of this product, quantitatively 

predicted to be 1000, increased by 1048. There are many 

complexities regarding the prediction of second-category 

events due to the absence of corresponding historical 

data. In this situation, users are required to determine 

share of events. When the organization is planning to 

introduce a new product, for example, it has to 

illuminate its share in the market, thus, the effect may be 

shown on the prediction curve. 

Using the Detection Measure of Occurred 

Events 

So far, PN was realized as multiplication of 

effectiveness probability of an event by its effect order 

on the studied index. However, the detection of effects 

was valued by contributors in FMEA method. 

Occurrence and severity show the probability and 

effectiveness of a certain event, while the third index 

implies how easily these effects are recognized. The 

difference of indices is explained through an example: 

One predicts Iran-Korea game 2-0. The same person 

predicts Iran-Angola game 2-0 as well. The probabilities 

of these results as well as their effectiveness on Iran 

scores were equal for the predictor. However, the 

prediction of Iran-Korea game is more difficult because 

it depends on many factors. So, the probability index or 

easiness of detection of consequences may be used. 

This index shows that whether the predictor clearly 

observes the event and can estimate its consequences or 

not. The value of this index is illustrated on the 

prediction curve by means of another method (1 to 10 

values are given to the index; the higher the index, the 

easier detection of consequences). A main goal of 

business intelligence tools is to be simply presented so 

that users may realize the conditions in a short glance. 

Hence, the detection index is presented so that the user 

may readily comprehend the consequences. 

In order to present the detection index, its value for 

each event was initially multiplied by the individuals’ 

weight factor and then the total value was calculated. 

Then, the average value of the index for every event was 

obtained. A colored spectrum was used to present events 

on the prediction curve. The individuals had predicted 

several events according to their thoughts and 

determined their corresponding effectiveness. However, 

the prediction of consequences is not entirely simple 

(detection index is somehow close to 1). In such a case, 

the prediction curve is illustrated in a pale mode. On the 

other hand, in case of consensus among contributors on 

simplicity of estimation of consequences for people, the 

prediction curve is illustrated in a colorful mode. 

Accordingly, when an index is predicted to decrease 

and the curve is colorful, one may conclude that the 

studied event is likely to happen and lead to significant 

consequences, thus, the user has to look for some 

compromises. But if the diagram is pale, there will be a 

chance for the index value decrease; though, the 

consequences will not be vivid. 

Conclusion 

In the present work, a model simultaneously applied 

quantitative and qualitative methods in prediction 

process of business intelligence tools. Quantitative 

methods properly reflect previous trends and patterns, 

yet, they are incapable of considering events of no 

historical background. Qualitative approaches, on the 

other hand, pay less attention to previous events (due to 
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the fact that they are only based on judgments); however, 

they may consider new events and assess their 

consequences. Combining these two methods, one may 

enjoy their advantages at the same time. 

The proposed model suggests predicting future via 

quantitative approaches and then, modifying the results 

according to expert ideas. Therefore, events of no 

historical background may be presented on the prediction 

curve and the prediction could be considered more close 

to the reality. Thus, the user of the business intelligence 

tool may observe variation trends of a certain index 

within time. Besides, applying quantitative approaches, 

they may predict future values of the index. Finally, if 

necessary, prediction may also be carried out through a 

qualitative procedure and the integrated results may be 

presented. Machine Learning (ML) models are taking 

over business prediction these days. However, ML 

model are still in the category of backward prediction. 

Combing forward prediction with ML model could be a 

good idea for future study of this paper. 
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