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Abstract: Problem statement: For a sensor network comprising autonomous ariebsghnizing data
sources, efficient similarity-based search for sanaich resources (such as video data) has been
considered as a challenging task due to the ladkfigfstructures and the multiple limitations (sush
band-width, storage and energy). While the pastarh discussed much on routing protocols for
sensor networks, few works have been reported fectafe data retrieval with respect to optimized
data search cost and fairness across various envinat setups. This study presented the design of
progressive content prediction approaches to fatdli efficient similarity-based search in sensor
networks.Approach: The study proposed fully dynamic, hierarchy-fred aon-flooding approaches.
Association rules and Bayesian probabilities wezeegated to indicate the content distribution i th
sensor network. The proposed algorithms generagihterest node set for a node based on its query
history and the association rules and Bayesian B#éeause in most cases the data content of a node
was semantically related with its interest of gegrithe sensor network was therefore partitionta in
small groups of common interest nodes and moshefjueries can be resolved within these groups.
Consequently, blind search approach based on figociuld be replaced by the heuristic-based uni-
casting or multicasting schemes, which drasticedijuced the system cost of storage space, network
bandwidth and computation powé&tesults: We verified the performance with experimental gsl

The simulation result showed that both Bayesiaresehand association scheme require much less
message complexity than flooding, which drasticaliguced the consumption of system resources.
Conclusion: Content distribution knowledge could be used tprome the system performance of
content-based data retrieval in sensor networks.
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INTRODUCTION common characteristic of these models is the redian
on a centralized storage (or head node) that would
Wireless sensor networks are shared-mediunmandle the queries from clients and forward baek th
multi-hop systems consisting of radio-equipped sens results. This assumption violates the requiremerfts
nodes. These types of networks are useful anytsitua sensor networks where sensor nodes should be
where  temporary  network  connectivity —and considered as equal peers and none of them sheuld b
communication are needed. The sensor nodes i_n rsens@lven extra capability or responsibility. Moreovéne
networks are capable of not only storing and prsicgs  centralized models will cause single points of uil
data, but also performing complex operations thhoug gnq therefore reduce the robustness and scalability
their communications, such as S|m|Iar|tyTbasede¢a| Decentralized approaches overcome the reliance on
of data objects. Data management provides an mlsenta central directory server and employ unstructyreet-

application for sensor networks, as is witnessedhiey to-peer connections to resolve the queries. However
wealth of research literattéY. However, efficient P q - oW
these approaches do not take link cost in the

retrieval of semantic-rich data in sensor netwoiks - - ¢ | .
challenging due to the multiple constraints suchete ~Consideration when —computing rodted.  This
mobility, computation capability, memory space angshortcoming causes drastic waste of system reseurce
bandwidth. and makes the decentralized approaches unsuitable f

To address the problem of data retrieval in sensopractical applications of sensor networks. Some
networks, a variety of approaches have been prentprotocols have been proposed to reduce the seasth ¢
in the literature. Researchers have proposed methodn the mobile environments, but these protocoll sti
based on centralized client-server architectureneSo rely heavily on the flooding of query messages siay
examples of such approaches are presenféd. idne  be too expensive to operate.
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As an alternative, a great deal of research has be Therefore, by analyzing the earlier queries deéider
done on organizing sensor networks based on conteamong the nodes, the system may forward later egieri
distribution. Search algorithms based on landmarko a small collection of nodes which requested or
hierarchies were proposed®nThe hierarchy consists resolved the earlier queries with similar semantics
of data nodes and landmark nodes that behave dasird, some nodes in the network may share similar
indices. Improvements to better organize the nodénterest and generate the same queries. These cades
contents and distance information by clustering thebe grouped into common-interest clusters, in wiaiof
content-similar nodes and mapping them into semantiquery can be cached and analyzed to facilitater late
categories in the semantic space-such as semantigueries issued by nodes in the cluster. Based en th
aware hierarcH§. However, topology/content changes three observations, we propose to exploit the query
may require costs to update such indices. Furthenistory of sensor nodes to find the relationship®iag
improvements to search efficiency have led tomultimedia data objects and use this knowledge to
continuing overlaid infrastructures (e.g., CHjdthat  determine the data contents of sensor nodes and
use content/location mapping to direct the seartbes ultimately improve the performance of content-based
nodes holding the requested data. This approactesau multimedia information retrieval.
higher maintenance overhead in the process of imgdat
the mapping relationships in accordance with canten

changes. . . . networks. We consider an sensor network consigtfng
Another  solution is the hash-table-derived o5 rce_constrained nodes moving within a spetifie
approach. The Content Addressable Networks (CANSgeographic region. The hardware capacity of theesod
provide a distributed hash table abstraction over t may vary from each other and each node is equipped
Cartesian space of the data objects. They employith a cache space for the query history recordind
(object, key) pairs to allow efficient storage evifition  gata perfecting purpose. We assume reliable paie-wi
and query processify The implementations include message communications between sensor nodes in the
logical overlay networks (e.g., pSedfghthat use order of their generation, using some existing irut
dimension-reduction techniques to reduce search cogrotocol, such as AODV or DSR.
The content-navigated retrieval models rely on  We consider the type of applications in which all
proactive hash tables to guarantee their efficiendhe  nodes in the sensor network share a standard
retrieval process, which also present high chalerig representation of data objects. More specificathe
data location restriction and hash table mainteeanc sensor nodes have a consented set of features that
practical applications. indicate the semantic contents of data objects.
Motivated by the strengths and weaknesses of Based on the aforementioned assumptions, we
centralized and decentralized approaches, we peoposonsider the sensor network as an undirected ctethec
to utilize the cooperation among sensor nodes t@raph G = (N, C, W), where N = {nm,,..., n} is the
improve the system performance. In this study, weset of sensor nodes, C =1{a,..., ¢} is the set of
present two progressive content prediction schemegvireless connections between neighboring sensoesod
Association-based Content Prediction (ACP) andgnd W is the pair-wise weight (or distance) betwten
Bayesian-based Content Prediction (BCP)-to fatdita nodes. The problem of content-based retrieval & th
content-based retrieval. The fundamental idea is t§€NSor network can be viewed as the following: Giae
predict the location of data sources based on quer§et Of data objects X = {xX;, ..., X} disseminated
history and probability rules. Based on the contenfiMoNnd t_he set of sensor nod\_es_ N, a query datatdpjec
distribution knowledge, the data retrieval is parfied ~ &1d an integer k find the minimum subset=N{n, ,
with reduced network traffic and response time thue Nz, ..., i} LIN containing the top k data objects with

- . L smallest semantic distances to Q, where the siityilar
thg employmen.t of heuristic-based unicasting inbtea between data objects is evaluated using the Ewalide
blind broadcasting.

distance in the semantic space.

Problem formulation: We introduce the formalized
problem description of content-based retrievaldnser

MATERIALS AND METHODS Definition 1:

The Euclidean vector norm: Given the set of data
Proposed schemesOur schemes are motivated by objects X = {X, X,,..., Xn}, each object xis represented
three observations: First, a sensor node may haws an n-dimensional semantic veapar= (colxi,cozxi,...,
specific interest and query some data objects éetiyy ~ ©'%). The Euclidean vector norm of semantic vegier
Second, the data contents of a node are oftealso called 2-norm, indicates the lengthef in the
semantically similar to the queries it has issuedEuclidean geometry:
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Definition 2:

The scalar product: The scalar product of two
semantic vectorg,; and ¢,;, denoted asp, * ¢y, IS
defined as:

¢xi

n
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Definition 3:

The semantic similarity: The semantic similarity
between data objects is defined based on the Eaclid
distance between their semantic vectors. Formttily,

distance between two data objectanxd x is defined as

a cosine distance function:

Qi Q@

S R . 3
(1o 1} 1k M )

dist(xi, )g) = co§

Association-based content prediction:
Preliminary concepts: The distribution pattern of the
data objects over the sensor nodes can be considere

a many-to-many relationship: Each data object may bRUle(L, &) = {R: Q — X | ((R) 2Cin }

Definition 5:

The association support: The support of an
association rule R: Qx; is considered as the
percentage of query sets that include both Q andrx

formalized as:
JL|

> |truesubset(X.{x P Q)|

Y(RO) = XX ford XL (5)

IL|

D |subset(X) |

IXI=0
Definition 6:

The association confidence:The confidence of an
association rule R: Q- x;, denoted ag(R), can be
considered as the ratio of the association supiport
comparison with the dataset support:

_W(R)_Y({x 0Q) 6
R) = =
¢«(R) w(Q) w(Q) ©)
Definition 7:

The association rule setGiven a query history list L
and a confidence thresholg, the association rule set
Rule(L, ) is the set of association rules having
confidence no smaller thap:

)

distributed among multiple sensor nodes and eaCBefinition 8

sensor node may contain a collection of data ofject
Let x(n) = { X, %2...., % } denote the queried
data object set of sensor nodelnis obvious thaj(n;)
is a subset of X, i.ex(n)) LI X. Suppose there exists a
list of earlier queries L = {g o, ..., 04} where each
query q is a data object ig(n;). An association rule is a
repeatedly happened pattern R:-Q x;, where Q =
{du, G, ..., a4 is a set of queries and;xlx(n)-Q is a

data object. Here Q angl are called the antecedent and

consequence of the association rule, respectively.

Definition 4:

The dataset support: The support of a data query set
Q. denoted ag(Q), can be defined as the percentage i
the list L of query sets that include Q as theb sats.

The dataset support can be formalized as:

IL|

> | truesubset(X,Q )|
¥(Q) = IXI:IQIILI forOXOL
> | subset(X) |

IX|=0

(4)

The validated node content:Given a sensor nodg n
and a query history L, the data objects in the yuer
results that are resolved from nodere considered as
the validated node content qf n
v(m) ={x; | xU Q, fort QLIL} (8)
Definition 9:

The estimated node contentGiven a sensor node n
and a rule set Rule(lfy,), the estimated content of is

the set of data objects that are the consequeridég o
association rules after applying the validated node
content of pas the antecedents:

n

&(ni) = {leR:Q—)Xj, fOI’D QDD(n,)DRD RUle(L,Cth)} (9)
Definition 10:

The estimated node interestGiven a sensor node n
and a rule set Rule(lfy,), the estimated interest of in
the set of data objects that are the consequeridée o
association rules after applying the node intesést as
the antecedents:

where, subset (X) returns all possible subsets pof X

while truesubset(X, Q) only returns the subsets thfat
are also supersets of Q.

A(n) = {x;|R:Q—x;, fortOQLIy(n)(RORule(LLy)}  (10)
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Definition 11:

The interest-content overlap: Given a sensor node n
and the query history L, the node set that contdata
contents related with the interest of node is
considered as the overlap-interest node set:

0(n) = {n | &(n) N A(ny) #}

Prediction algorithm: The fundamental idea is to first

(11)

allow the sensor nodes to record the queries agid th

Table 1: Notations for rule generation

Items Notations

r The number of nodes in the sensor network
gry(L) The function of selecting a query from L

rsit(Q) The function of obtaining the result of qu&
sup(X) The function of computing the support ofedset X

The proposed algorithms generate the interest node
set for a node based on its query history and the
association rules. For the simplicity of computatithe
algorithm employs the estimated interest of theuinp
node to filter out other nodes that do not contain

results passing by it as the query history and the%verlapping data contents. Therefore, a nodemnty

gradually increase the size of association setchage
the appearance ratio of data objects in the quéires

shares its interest with a small collection of rede
When a new query is issued,will first forward it to

antecedents) and results (i.e., consequences)e Tlabl the interest-related node set, with the purpose of
shows the notations used in the association rule Seesolving the query with a small portion of thewneitk.

generation algorithm. Algorithm 1 shows the details
the rule generation process.

Algorithm 1: Constructing association rule set:

Input:  query history L and confidence threshjd
Output: association rule set Rule(s)

1-L—o

2- RU|e(L1Cyth) — 0

3-fori—1tor

4- ifm) L)L Ly v(m)

5-fori— 1to|L|

6- Q«<aqry(L)

7-  cons— sup(rsit(Qy Q)

8- ante— sup(Q)

9- if (cons/ante %y,

10- Rule(L,y) < Rule(L, &)U { R: Q — rsit(Q)}

11- return Rule(L{y)

Table 2 shows the notations used in interest node

generation. Algorithm 2 for computing interest nceee
is listed as follows.

Algorithm 2: Generation interest node set:

Input:  sensor node n
association rule set
Output: Interest node set gf n
1-inst(n) <— @

2- while (Hq(n) # @)

3- Q< £(n)

4-  Hq(n) < Ha(n) - {Q}

5- for i« 1to |node(Q)|

6- select a nodefirom node(Q)
7- if (est(m)n &ist(n) # @)

8- inst(n) « inst(n) O{ n.}

9- return inst(p
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If the query cannot be resolved in this interesteneet,
then use flooding to find the result. Due to thmastic
locality of queries, most queries will be processethe
small set of nodes.

In the aforementioned algorithms we address
finding the content distribution knowledge of trensor
network to facilitate similarity-based data retaévin
comparison with the conventional centralized or
flooding methodologies, the proposed content
prediction approach has the following properties:

« The fundamental idea is based on the association
rules generated from the analysis of the coincidenc
pattern of data objects in the earlier queriesthait
results. Because in most cases the data content of
node is semantically related with its interest of
queries, the sensor network is therefore partiione
into small groups of common interest nodes and
most of the queries can be resolved within these
groups. Consequently, blind search approach based
on flooding can be replaced by the heuristic-based
unicasting or multicasting schemes, which
drastically reduces the system cost of storageespac
network bandwidth and computation power
e The proposed content prediction approach does not
rely on any fixed or overlaid infrastructure, which
not only adheres to the infrastructure-free natidre
sensor networks, but also greatly reduces the
system overhead of updating the indexing or
mapping information in the content/location
servers, improving the robustness and scalability

Bayesian-based content prediction:

Methodology statement: Suppose we are given a
collection of data objects X = {XXs,..., Xn} that are
disseminated among the sensor nodes. Each dat obje
is assigned a probability of being accessed. After
period of time, some data objects are requestdtien
query history, which changes the access probasiliti
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Table 2: Notations for interest node set generation Algorithm 3: Bayesian content prediction:
Items Notations
inst(n) The interest node set of n Input:  Query iterationst
Ha(n) The history of queries issued by node n data content mapping P(X|t..) before t
£(n) The function of obtaining a query issued by n Output: data content mapping P(X[p) after &
node(Q) The function of finding the nodes resolMing p o pping !
est(n) The function of estimating the content of noge n  1- fori< 1to | |
&ist(n) The estimated the interest of noge n 2- Q< query()
3- forj«—1to0|Q]|
Table 3: Notations for Bayesian content prediction 4- X <— Obj(Q)
ST T robabity of data obiee; exstng| 5. if(satify(Q, )
% LIn; e probability of data object &xisting in n } 1
P(Xn, t&) The mapping of all X’s data objects in node n 6 P(XIn, t&) < P(XIn, tk'l)P()q U m)
query(t) The function of taking a query from iteratiqn t 7- else
0bj(Q) The function of taking an object from quqy 8- P(X|n, &) <« P(X|n, t1)(1 — P(xLIny))
satify(Q, n) Whether the query Q is satisfied at nogde n 9- return P(X|n t)
Assume that for each data objegtthere exists With the help of Bayesian-based content

some underlying probability distribution P()|xeferred prediction, the retrieval of data objects becomes a

as the.fundamental relevance probability. The ahiti clearly aimed process, navigated by the probalailist
probability model can be constructed using manyyistribution of data objects among the nodes:
existing analysis systems, e.g., Latent Semantic

Analysis (LSA®'. The data objects will then be |,
retrieved with a collection of queries, which caa b
considered as a series of iterations-each iteration
containing the query results and their relevancéh&o
guery objects. For a specific iteratian when a new
query Q comes, the data retrieval system can use a
deterministic strategy to select the objects witle t
highest Bayesian probabilities P(x =Q]t t).

When a query (i.e., data objeg) is issued to node
n;, first check whether it can be resolved locally

If Xq is not locally resolved, compare the proba-
bilities P(LIny), ..., P(gLIny), find the node with
highest probability

Update the data content mapping P(X¥g) using
the content prediction algorithm

Definition 12: Based on this strategy, the queries may be redolve
The Bayes’ rule: Based on above descriptions of dataWith reduced search cost in terms of network tadiid
retrieval, the Bayes’ rule can be defined as: computation complexity, because the query messages
only forwarded to the nodes with highest Bayesian
_ _ P(..t | x= QP(= Q) probabilities. This approach is also self-stabtiog to its
P(x=1Qlt... 1) = P(t..t,) capability of updating the probabilistic informatiafter
m 1Pt |1, )P(L |x= Q) the resolution of queries. This maintenance prooesg
> o (12)  cause system overhead; however, this overhead €an b
= i;lwk:_‘ip(x' Q) amortized on each query can be alleviated.
P 4P | x=
Zl: € 14.)P@E [x= %) RESULTS
where, P ¢ = 1. Performance analysis:We compared the performance

o ) of the two proposed schemes using a simulator
Content prediction: The Bayesian-based content jmjiemented in ns-2 environment. The simulated

prediction is a process of estimating the probghdf  sensor network consists of up to 200 sensor nodes
the user’s next query being satisfied by the datdent  joining/leaving the network according to a Poisson
of a sensor node according to the observation f itprocess during a period of 8000 sec. The data bbgc
resolution of earlier queries. For a nodethe query comprises up to 12,000 data points whose semantic
history is divided into a series of iterations t., t, vector values are assigned by a random number
each iteration containing a collection of queriaed ¢he  generator abiding by normal distribution in thesimal
results (i.e. whether the requested data objeetfband  [0,1). Each node randomly selects waypoints within

at n). Table 3 shows the notations used for Bayesia2000*1000 m flat area. The node density can be
content prediction. The detailed process is desdrin  adjusted by changing the number of nodes in tha. are
algorithm 3. The query generation pattern follows the exponéntia
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distribution, which is similar to the previous syifi To  based scheme achieves shortest response timeisThis
provide the storage for recording earlier queris, due to the fact that data objects can be prefetahitd
also assigned each node with a 1MB fixed-size cache the help of association rules, reducing the average
One of important metrics for data retrieval systemsearch delay. Note that the flooding scheme
is the accuracy. The performance of a searcbutperforms the Bayesian scheme on response time du
scheme can be evaluated by its accuracy wheto its capability of finding the shortest path tatal
accessing a restricted portion of nodes. In thesources using query broadcasting. However, thigeho
simulation we restricted the search schemes tbleiss response time of is obtained at the price of large
than 10% of the nodes. Figure 1 compares the acguramessage complexity. In Fig. 3 we compare the aeerag
of query results returned by Bayesian, associaioth number of messages required to resolve a quergnAs
flooding schemes as the number of queries increases can conclude, both Bayesian scheme and association
scheme require much less message complexity than
120 flooding, which drastically reduces the consumptidn
100 —=— Bayesian system resources.

—B— Association
—a— Flooding

wa
(=

35071
3p0| [@Bavesian
} [JAssociation
0r Flooding

60
40

=
=
=)
=
o

=

10 30 200 G600 1000 100}
No.of quenres 5ok H—E
o el et oA 1.1, 1 ol o1

No. ol messages

Fig. 1: The impact of query sample set size 10 20 30 40 50 60 70 80 S0 100
Wo. of nodes
087 .
o7l DB%.‘_’ES{H{ Fig. 3: The message complexity for solving queries
[JAssociation _ = =
% 0.6F pFlooding
= . DISCUSSION
| The proposed scheme makes use of data content
Sl distribution in sensor networks to resolve videerigs
.| without incurring flooding in the network. Through
o LERER D 1A, HALH theoretical and experimental study, we found that t
10 20 30 40 50 60 70 80 90 100 proposed scheme has the following features:

No. of nodes

< Association and Bayesian probability based content

Fig. 2: The impact of ade density on response time estimation

« Constraint-based representation method showing
Generally speaking, more query history improves the  the semantic similarity between query objects
accuracy of all three schemes. Flooding schemet Non-flooding query processing
improves its accuracy due to larger number of earli * Adaptive accuracy and search cost performance
queries being cached, which increases the posgibiii CONCLUSION
local resolution. The association-based scheme
performs worse than Bayesian at the beginning due t ~ Content distribution knowledge can be used to
the poor stability of association rules generatdéthw improve the system performance of content-basea dat
small sample set of queries. As the query historyetrieval in sensor networks. In this study we josgd
becomes longer, the association rules preciselgrithes Association-based Content Prediction (ACP) scheme
the relationships among data objects and theréfelie and Bayesian-based Content Prediction scheme to
improving the retrieval accuracy. facilitate the efficient light-weight data retridva

In another simulation run, we measured the impacf\ssociation rules and Bayesian probabilities are

of node density on query response time. Figureofvsh generated to indicate the content distribution he t
the result. As can be seen from Fig. 2, the astogia Sensor network. The simulation result shows thaseh
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schemes drastically improve system performance ifT.
terms of accuracy and search cost.
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