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Abstract: Problem statement: Driven by mutual benefits, or by regulations thequire certain data
to be published, there has been a demand for tbleaage and publication of data among various
parties. Data publishing has been ubiquitous in yndomains such as medical, business and
education. Detailed person-specific data, presanthe centralized server or in the distributed
environment, in its original form often containsisitive information about individuals, and publisgi
such data immediately violates individual privadjhe main problem in this regard is to develop
method for publishing data in a more hostile envinent so that the published data remains pragticall
useful while individual privacy is preserved. Thare n parties, each having a private database, wan
to jointly conduct a data mining operation on theon of their databases. How could these parties
accomplish this without disclosing their databasthe other parties or any third par#&pproach: To
address this issue, we developed a simple technifueansforming the categorical and numeric
sensitive data using a mapping table and gradedparg technique, respectively. The typical data
mining tasks such as classification, clustering assbciation rule mining were performed on both the
original and transformed tables. The rules/requdisérns of both the tables were compared and the
utility of the transformed data was evaluatB#sults: The evaluation results demonstrated that the
proposed approach was able to achieve cent peutbtyt for any type of mining task as compared to
the original table. The classification accuracyAwfult data set obtained, with education as class
variable was 40.08% and the same accuracy wasnebtadven after transformation. Similarly the
number of rules generated for the given confideb& was the same for both the original and
transformed table and equal to Tonclusion: The association rules involving categorical sewsiti
attributes were checked manually for privacy breabdte found that it is not possible to guess the
actual sensitive values from the rules, even thahghe was no information loss. The results can be
interpreted only with the concern of data ownedata publisher.
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INTRODUCTION in an area, the academic records with the same
attributes of different schools (sites) in thataaege to
Progress in scientific research depends orbe collected for analysis. Also, consider separate
availability and sharing of information and ide®ut  hospitals that wish to conduct a joint researchlevhi
protecting the privacy of human participant is givep  preserving the privacy of their patients.
priority by the researcher. Many privacy preserving In this scenario it is required to protect prigisl
data mining algorithms have been developed to prote information, but it is also required to enableutse for
the privacy of the individual even after the datming  research or for other purposes. In particular,caigfn
process. Some privacy preserving data mininghe parties realize that combining their data h@ases
approaches have been developed for centralized datautual benefit, none of them is willing to revetd i
while the others refer to distributed data scenariodatabase to any other party. Such kind of data with
Distributed data may be horizontally or vertically same attributes at different sites is called agbaotally
partitioned. A school is maintaining the academicpartitioned data. But, if the researcher wantdrtd the
records of its students in a database. Suppose association between the students’ character and the
researcher wants to analyze the students’ perfarenan parents occupation or between medical diagnosis and
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attendance performance, the different databases likresults by using reconstruction technidiesiowever,
academic, medical, personal data of the same set dfis impossible to reconstruct the original da¢t and
students are to be combined for analysis and such also the accuracy depends on the reconstruction
kind of data set with a single join key (e.g., smtlid)  algorithmi®. The problem of distributed privacy
is called vertically partitioned data. In other wey a  preserving data mining overlaps closely with adfied
portion of each instance is present at each sitenbu cryptography for determining secure multi-party
site contains complete information for any instaige computations. Many of these techniques work by
vertically partitioned data. sending changed or encrypted versions of the infouts

A researcher can mine very useful rules\pattefrns jone another in order to compute the function with
he is allowed to work on vertically partitioned aafFor  different alternative versions followed by an olivs
example, some cancer treatments are highly effectiviransfer protocol to retrieve the correct value tio¢
but have debilitating side effects with high vaden final output. The algorithms for secure multiparty
between populatioHs The factors determining the Computation over horizontally partitioned data set
efficacy of such treatments can be learnt by deaisi Include Naive Bayes cIas_sﬁ‘élr Support Vector
trees\ association rules derived from verticallyMachine (SVM) classifier with rlon_glllnear kernéls
partitioned data tables like hospital managemeta,da ASsociation Rule Mininy, Clustering™®.

pharmacy data and insurance data, each of which js 1N€ approach of vertically partitioned mining has
prevented by privacy laws from disclosing the PE€N extended to a variety of data mining appbeati
individuals’ _identifiable  information. Other than Such as Naive Bayes classifify SVM classificatio”

medical research, competing companies may like ted€Cision tree¥ _K'”lel";‘]ns clusterir’ an6(]1
perform mining tasks on data of both to get aceurat/Ssociation Rule Mining*'®. Vaidya and Cliftoft
results but unlike to disclose their own data ® other ~92Ve @ nice algebraic solution for vertically potied
party. For example Ford and Firestone shared deob data. . Holwever, this solu'Elon can leak many linear
with jointly produced product: Ford Explorers with Combpinations of each party’s private data to otA&so,
Firestone tires. Factors such as trade secrets af@l Process one candidate frequent item set, its

agreements with other manufacturers stand in theofrla COMPUtational overhead is quadratic in the numter o
necessary sharing. Even government entities fagitasi  ransactions. Two algorithms are given by Shengngho

- - : . . [17] . . . .
problems such as limitations on sharing between lad = Which are having computational overheads linear

enforcement, intelligence agencies and tax cotlacti to the number of transactions. But when his tealmig

We have developed a simple technique by Whicﬁjsed_m practice, it should be comple_zmented by_rothe
vertically partitioned data can be used for anyetgs ~ &/gorithm that computes all frequent item sets ouith
mining tasks. But, the individuals’ privacy is peeged.  (€sting candidates one by one.
Privacy preservation can mean many things: Profgcti All of the cryptographic work falls under the
specific sensitive values of the individuals andimg  theoretical ~ framework of  Secure  Multiparty
the link between the attribute values and the iddizls ~Computation. In  Agrawal's study the privacy-
they applied to, protecting the sources. Our gedhat preserving data mining problem between two paites
by applying our technique each site can sponsor thegolved by data perturbation method while Lindeltan
required data to the third party, without modifyitig¢  Pinkas use secure multi-party computation prot&€bls
structure of the data, so that any mining technique to solve the problem. We have proposed a framework
algorithm, without any modification can be applied  {hat allows us to systematically transform normatad
th_e third party to get the actual accurate _resmtsf mining computations to  secure  multi-party
mmg?J;?]r?];citr?tilrd?;?&aes?ésﬁtltg:ea?{zrpnes time, #ie d computations. The problem is defined as this: Tlaeee

P P ' n parties, each having a private database, wgairtty

Related works. A simple approach to privacy conduct a data mining operation on the union oirthe
preserving data mining over multiple sources that a databases. How could these parties accomplish this
not willing to share data is to apply existing teicues ~ Wwithout disclosing their database to the otherigaror
and tools at each site independently and combige thany third party?
results. But it will not give the globally valid selts
because (_)f duplicated data at different_ sites. Atlsis_ MATERIALSAND METHOD
not possible to detect the cross site correlations.

Another approach is to perturb the local data (by
adding “noise”) before the data mining process and The framework of our privacy preserving mining
mitigate the impact of the noise from the data ngni model is as shown in Fig. 1.
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interpret the results\rules\patterns. He can decthe
results to all the parties who have participatedhie
data sharing. The individual parties can interprééw
results, which contain the transformed attributbies

Our model assumes that all sites collect datéhier  Of their own data bases. To interpret the remaining
exact same set of entities. The assumption can b@sults, each site should communicate with therothe
neglected by deciding the behavior for missing ealu  Sites and mutually exchange the actual values vedo
For example, missing value may be replaced by thé" the results. Since, the actual value of the
average if it is numerical data or by mostly usetug  results\rules\patterns alone known by all the partihe
if it is categorical data. Based on this assumptionindividuals’ privacy is preserved.
attribute A is common to all the vertically partitioned
data sets (PDy) and hence form the join key. Also the Transformation: The transformation of the attribute
number of rows is almost same in all the sites. A,-A,r is based on the data type of attribute # the

Data flow: All the n parties available in Site 1 to Site n data type is numerical we use graded grouping
have their own datasets D, with only one attribute o~ €Chnique and if the data type is categorical we us
in common, called join key attribute. In some dines ~ MapPPing table for the transformation.
only a part of the data set needs to be kept cential.
These attributes are sensitive attributes andhalbther Graded grouping technique: This is a simple
attributes don't need any treatment. transformation method which maintains the correfati
All the parties want to jointly conduct data migin factor of nearly 1 between the transformed valuas a
operation on a single database D which is formethby the original values. Our approach to numericaitatte
union of all the datasets {Aj, A;, A,,...}, DAA| A, is graded grouping is as shown in Fig. 2. To conther
Ag...}... and D{AjAs Aq,...} to get better results. actual values of a single numeric attribute, the
But to preserve the privacy of the actual valueshef following steps are followed. First step is to fike
individual databases, the third party data miner igwumber of categories (k) for the given range. Sdcon
allowed to work with a single databaséd Which is step is, for each category; C..C, the max and min
formed by the union of all the transformed dataeas value is to be fixed in such a way that non ovepiag

Fig. 1: Frame work of vertically partitioned privac
preserving model

Di, D;...Dy where D' = {Aj, Ai1, Aor...} D' = {A, continuous range results. Range for each categagy m
Asr, Agr...}....and Dy = {A |, Agr,Agr...} Where Aris  or may not be uniform. If the uniform range is
the transformed value of the sensitive attribuie A considered for each category then the correlatetof

An attribute is called Sensitive, if the individia  between the original and transformed values is one.
not willing to disclose or an adversary must not beOtherwise, it will decrease but maintains a positiv
allowed to discover the value of that attribute.eTh linearity. Third step is to fix the category (Corfeach
method of converting the attribute ,Ato A is  actual value(x), to which it belongs and find the
explained in the next section. membership value m(x) using:
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m(x) = 0.0 if x = min(Ci) Table 1: Mapping table for categorical sensitivelaite education
= (x—min(G))/(max(G)-min(C)) Actual value Transformed Value
if min(Ci)>x<max(Ci) Bachelors Education_1
=0.999 if x = max(Ci) HS-grad Education_2
11th Education_3
The fourth step is to replace the actual \_/aluda ait g’:ﬁﬁers‘ Egﬂggﬂgg:ﬁ
new value n(x) or transformed value, which can besome-college Education_6
calculated by adding category number (Ci) and the\?]socﬁacdm Egucationj
i 7th-8t Education_8
membership value m(x). Doctorate Education_9
Assoc-VOC Education_10
Algorithm  for graded grouping: Function  prof-school Education_11
graded_grouping (A. 5th-6th Education_12
10th Education_13
. . 1st-4th Education_14
Input: n records of numerlcal data type (actual values) o oschool Education_15
Output: n records of numerical data type (trans&dm 12th Education 16

values)

which alone can be used for any data mining tas&. W
1. Get the value of k \\ Number of categories fikgd have decided to conduct the experiment on real sktta

the individual site and hence used the adult database from UCI machine
2.Fori=1tok learning repositofy”! with 35,561 records.
Get min(Ci) and max(Ci) \\ Range for each The attributes Age, Work class, Education, Marital
category fixed by the individual site status, Occupation, Relation, Race, Sex, counay(f
3. Forj =1to n\\ number of records = n table D) are considered for analysis, assuming that
Leti=1 different attributes are received from differeriesi We
Do while i< =k considered age as sensitive numerical attribute and
If min(Ci) < Afl] < max(Ci) hence Age calculated by our algorithm for graded
i CX[] =i grouping. Similarly, education is considered as
Else i++ sensitive categorical attribute and hence Educaii®n
E”O_"f formed from the mapping table shown in Table 1. We
?Xj[j]wjliﬁin(Ci) have implemented the algorithm in Java standard
MX[j] = 0.0 Edition 5.0 and made to run on Intel® Core2 Du@, 1.
o . GHz, 1 GB RAM system which took only 28sec for
Else If A[j] = max(Ci) . . : g
MX]j] = 0.999 generatlng privacy preserving Adult data set Dhe
Else va;rlogs data mining tasks on both table D and r&plet
MX(j] = (A[j]-min(Ci))/(max(Ci)-min(Ci)) D Wlth the attributes Age Work cla_ss, Educatign
NX[j] = MX[j]+CX[j] Marital status, Occupation, Relation, Race, Sex,
End if country are performed using the tool WERAand the
End for results are compared.

Mapping table: For the categorical attribute, all the RESULTS

values are given an alias names and the originaksa ) o
are mapped to alias names in a mapping table. The FoOr evaluation purposes, we performed the mining
mapping table is preserved by the individual sifs, tasks such as classification, association rule ngimaind
the transformed categorical values contain only thé&lustering on both the original adult data (D) and
alias names and shared with the third party datemi transformed table (D). The results were compared.
who can not interpret any actual values. An examplélassification was performed by decision tree (J48)
mapping table is shown in Table 1. method and zeroR method, considering education as
classification variable. Parameters compared aog/ish
Expe”mental Hup: The data miner’'s ]Ob is to perform in Table 2. The results were not affected by the
union operation on the various transformed attebut Proposed transformation method. In J48 method Isighe
A1, Asr... Agr and other non sensitive attributes F-measure value was 0.874, for doctorate in thgirai
using the join key attribute;Ao form a single table ) table but for Education_9 in the transforméable.
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Table 2: Comparison of results for different cléisation schemes
Classification scheme

Parameters Weka.classifiers.trees.J48 Weka.c¢tassitiles.ZeroR

Test mode 10-fold cross-validation 10-fold crosBelagion

Correctly classified instances Original/transforntalole -13051 (40.0854 %) Original/transformed ea®499 (32.2471%)

Incorrectly classified instances Original/transfedrtable -19507 (59.9146 %) Original/transformede:22059 (67.7529%)

Kappa statistic Original/transformed table -0.1924 Original/transformed table-0

Mean absolute error Original/transformed tabl®982 Original/transformed table-.1012

Root mean squared error Original/transformed teh2183 Original/transformed table-0.2249

Relative absolute error Original/transformed te82e063 % Original/transformed table-100%

Root relative squared error Original/transformegdole-97.063 % Original/transformed table-100%

Time taken to build model Original table-0.61 sec rigDal/transformed table-0.11 sec
Transformed table-1.06 sec

Highest F-measure for class Original table-0.884 ¢bctorate) Original table-0.488 (for HS_Grad)
Transformed table-0.874 (for Education_9) Transtmirtable-0.488 for Education_2

Table 3: Comparison of results for different asation rule mining schemes
Association rule scheme

Parameter Weka.associations apriori Weka.associations tertius
No. of rules Original/transformed table-10 (confide> = 0.91) Original/transformed table-11(confickesn = 0.95)

Table 4: Comparison of results for different cluistg schemes
Clustering scheme

Parameters Density based clusterer Simple K maaeiglean distance
Within cluster sum of squared errors Original/tfanwed table-92466 Original/transformed table-92466
Instances cluster 0 Original/transformed table-8¢480%0) Original/transformed table-20672 (63%)
Instances cluster 1 Original/transformed table-4@B8%0) Original/Transformed table-1886 (37%)

So, any data miner working on the transformed tabldransformation. If suppression is used for an laite
can not guess the actual value, without mappintgtab value, utility of that data gets reduced, sincesmnig
Table 3 and 4 show the comparison results of/alues can not be handled by many mining tools.

association rule mining and clustering. Use of sampling does not modify the information
stored in the data base, but still utility getsuest, since
DISCUSSION information is not complete. The measure used to

evaluate the information loss depends on the specif
Any data mining technique can be evaluated by thelata mining technique with respect to which a mya

parameters like performance of algorithm, dataitytil algorithm is performed. For example in the case of
after transformation, level of uncertainty, resis® association rule mining information loss can be snezd
accomplished by the privacy algorithfis by counting the number of rules framed for the give

support and confidence, before and after transfioma
Performance of algorithm: The performance of any From the Table 3, we conclude that information li@ss
privacy algorithm can be measured by the time n¢edenil because, from the original and transformedeafé
to hide a specified set of sensitive informatiore Wave get the same number of rules, whatever may thedfpe
considered the original Adult Data set table, witlo  algorithm used.
sensitive attributes age (Numeric) and Education
(Categorical), as the table for transformation. OurlLevel of uncertainty: The level of uncertainty is the
algorithm took only 28sec for transformation. Time measure of capability of predicting hidden datarfro
complexity of our algorithm is linear to size ofeth the data se, given for analysis or from the ruéssiits
table. declared. For example, randomization is the method

used to hide the data. To maintain the informatibn,
Data utility after transformation: The data utility the randomization is done to have correlation \ctoge
after transformation can be measured by the pasmmet to one, then the data reconstruction procedurelodies
loss of functionality or information loss. For exaley  the actual values, otherwise there is loss of médron.
suppression and generalization are some form oBut in our method, numerical attribute preserves th
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information while the actual values can not be gads by the task for the original and transformed tarke 53
without knowing the number of categories and themin 45 sec and 54 min 38 sec respectively, whige th
range of each category. Similarly, without accesthe  number of rules framed in both the cases is theedam
mapping table actual value can not be guessedhe given confidence. The fourth rule framed bys thi
Consider the snap shots of Association Rule Miningask is shown in Table 5.
experiment conducted on D and By Tertius method
shown in Fig. 3 and 4. The number rules are theesam Limitation: We assume that the parties participating in
both the cases. the process are honest but only curious to knowtabo

Also the rules are exactly the same except foeRul others.
number 6 which contains the sensitive attribute  Once the rules are declared by the data miner,
Education (Fig. 3) with the value preschool. Bug¢ th being honest, the parties should be giving the actu
same rule number in transformed table (Fig. 4)@ost values corresponding to the transformed valueshéy
the sensitive attribute H_Education with the valuehave) to other parties. Since each party knows\its
Education_15 which no one can interpret except thelata and resultant association rules, there magobee
owner of data set, with the availability of mappinginformation disclosure. For example, the supporthef
table. Since, WEKA Association Rule mining tool can Rule A -> B is 10% and it is known by both the pest
not handle numeric attribute, attribute Age is notlf Item set A and item Set B belongs to Party | and
considered for analysis. Party Il respectively, who participated in the mipi

) ) ) task, then they can calculate the value of the npptis
Resistance  accomplished:  If the resistance jiem set. But it is acceptable to disclose knowéethgt

accomplished by the privacy algorithm is low, means,oy|d pe obtained from global rules.
that the sanitization algorithm developed against a

particular data mining technique that assures pyi  Table 5: Predictive apriori method: A sample rule

information may not attain similar protection agaiall  Original table Transformed Table:
possible data mining algorithm. But, the resistante Rule 4) workClass = Private, Rule 4) workClasgivate,
our algorithm is high enough so that, whatever may OECUPSUOJ‘ = Sales, relation ?‘CCLépatc'jon; Sg‘mﬂpn
s e : - = Husband, = Husband, H_Education =

the mining task performed, the sensitive informatio £, 2o Bachelors (298) Education 1 (298) ==>
do_es not |e§k_ out. qu ?Xamp!e association rulén@in  ==> marital status = Married Marital status = Mad-Civ-
using Predictive Apriori algorithm was performed on -civ-spouse, Sex = Male (298) spouse, Sex = M98
the original and the transformed table. The timeema  acc:(0.99499) acc:(0.99499)

Gcheme: weka.associations.Tertius -K 10 -F 0.0 -N 1.0 -L 4 -G O -c 0O -I0-PO

Relation: age_edu_l-weka.filters.unsupervised. attribute.Remove-Rl-veka. filters. unsupervised. attribute. Remove-R1

Instances: 32558

Attributes: g
WorkClass
Marital status
Occupation
Relation
Race
Gex
Country
education
=== Aszgociator model (full training set) ===

Tertiuz

956640 0.004208 */ Marital status
.956266 0.004177 */ Marital status
.956266 0.004177 %/ Marital status
.956042 0.004148 */ Marital status Married-civ-spouse and Sex
.955919 0.004177 */ Marital status Married-civ-spouse and Sex

0 = Hale
0 =

] =

0 =

] =

0.955173 0.004116 #/ Marital status = Married-ciw-spouse and Sex
0 =

1} =

o =

0 =

1} =

Hale
Hale
Hale
Hale

==r Relation = Hushand
Hale =:

> Relation = Husband or Country = Camwbodia

> Relation = Hushand or WorkClass = Without-pay
» Relation = Hushand or Country = Ecuador

> Relation = Husband or Country = Ireland

> Relation = Husband or education = Preschool

» Relation = Hushand or Country = India

> Relation = Hushand or Country = China

> Relation = Hushand or Country = Columbia
» Relation = Hushand or Country = South
> Relation = Husband or Country = Cuba

Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex

L955049 0.004085 */ Marital status Married-civ-spouse and Sex
.954926 0.004177 */ Marital status Married-civ-spouse and Sex
.954630 0.004177 ¥/ Marital status Married-civ-spouse and Sex
.954283 0.004177 */ Marital status Married-civ-spouse and Sex
.954085 0.004177 */ Marital status Married-civ-spouse and Sex

Hale
Hale
Hale
Hale
Hale

S . N N I NI T
-
3
Wowmomowmowowmowowowowmow
Wonoomouomomomononoun

1
1

Number of hypotheses conaidered: 17473
Number of hypotheses explored: 3360

Fig. 3: Rules generated by Tertius associationmiténg technique on original table using WEKA
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Scheme:
Relation:
Inztances: 32558
Areributes: a

WarkClazz

Marital status

Occupation

Relation

Race

Sex

Country

H Education
=== Associator model (full training set) ===

Tertius

L956640
L956Z66
L956Z66

0 0.004208 */ Marital atatus
0 0.004177 */ Marital atatus
0 0.004177 */ Marital atatus
0.956042 0.004148 */ Marital status
0.955919 0.004177 */ Marital status
/% 0.955173 0.004116 */ Marital status
0 0
0 0
0 0
0 0
0 0

Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civy-spouse and Sex
Married-civy-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex
Married-civ-spouse and Sex

.955049 0.004085 */ Marital status =
L954928 0.004177 */ Marital status =
.954650 0.004177 */ Marital status =
L954283 0.004177 */ Marital status =
.954085 0.004177 */ Marital status =

[ - A R
—
&

— =
= o
P
P

Muwber of hypotheses considered: 17473
Muwber of hypotheses explored: 3860

weka.azsociations, Terting -K 10 -F 0.0 -N 1.0 -L 4 -GO0 -c0-I0-F1D
age_edu ASCl-weka. filters.unsupervized. attribute.Renove-Rl-weka. filters.unsupervised. attribute. Remove-R1

Male ==» Relation
Male ==» Relation
Male ==» Relation
Male ==> Relation
Male ==> Relation
Male ==> Relation

Hushand

Husband or Country = Cawhodia
Husband or WorkClass = Without-pay
Husband or Country = Ecuador
Husband or Country = Treland
Husband or H Education = Education 15

Male ==+ Relation = Husband or Country = India
Male ==+ Relation = Husband or Country = China
Male ==+ Relation = Hushand or Country = Columbia
Male ==+ Relation = Hushand or Country = South
Male ==» RBelation = Husband or Country = Cuba

Fig. 4: Rules generated by Tertius associationmiteéng technique on transformed table using WEKA

CONCLUSION

1.

Many works limited to Boolean association rule
mining. But, Non categorical attributes and quaititie
association rule mining are significantly more céemwp
but using our algorithm they can be handled easily.
Our goal is to develop methods enabling any data
mining tasks that can be done at a single siteeto b
done across various sources, while respecting their

privacy policies and is achieved. Transformation ca 2.

be easily implemented at the data source itself,
whatever may be the number of sensitive attribues,
the user machine. This increases the confidentheof
user in providing accurate information since he/she
does not have to trust a third party to carry d t
transformation process. Also many techniques cancer
about output privacy, whereas our focus is on the
privacy of input data given for mining. Mining the
distributed database can
expensive in terms of both time and space as
compared to mining the true data H¥eWe have
treated the distributed data as centralized datforé
any mining tool is applied and hence time taken for
mining is reduced.
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