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Abstract: Problem statement: In MANETs, wireless link transmission errors, mipi and
congestion are major causes for packet loss. Mpbiliay cause packet loss in different ways.
Whereas congestion in a network occurs, whenewed#émands exceed the maximum capacity of a
communication link especially when multiple hostg to access a shared media simultaneously.
Approach: In this study, we proposed a Power Aware Conges@ontrol Multipath Multicast
Protocol (PAGM?P) for MANETS. In order to reduce the packet lossesongestion identification
scheme is proposed at the receiver. In the /K@ the receiver node was made to measure the
number of packets received. If the number of packeteived is found to be less than allowed ldss, i
initiated an error message towards the source. Upogiving the error message the source node
increases the packet sent intenRésults: The PAGM?P protocol had been implemented using the
group learning module of VCR and compared with PAM¥ODV. The performance of PAM*P

has been studied for different scenarios. Foreékedase 1 the PDR of PA@?P was increased by 2-
18% than that of PAMPMAODV algorithm. For test c&the PDR of PAEM?P was increased by 2-
32% than that of PAMPMAODV algorithm. PDR of PA@?P was increased by 2-11% for test case 3
and 2-7% for test case €onclusion/Recommendations. The average end-to-end delay and PDR
parameters have been studied for different testscafor the test cases 1 and 2, where the nodes ar
not mobile, the packet delivery ratio increasedwitrease in packet sent interval for both thespa
and dense networks. For the test cases 3 and 4eule nodes are allowed to move in any direction
with a speed of 1-10m/sec, the PDR decreases withcaease in pause time.

Key words: Mobile ad hoc network, congestion control, Paakebr announcing message, multicast
routing, packet delivery ratio, virtual class roshprt inter frame space

INTRODUCTION multicast service is critical in applications chaeaized
by the close collaboration of teams (e.g., res@teop
MANETS are infrastructure-less wireless networksbattalion, scientists, VCR) with requirements fodi
where nodes are capable of moving. They are formednd video conferencing and sharing of text and asag
dynamically by a collection of arbitrarily located The use of multicasting within a network has many
wireless mobile nodes without much set up timeastc benefits. Multicasting reduces the communicatiost€o
and without the use of existing network infrastmiet  for applications that send the same data to maltipl
or centralized administration. Generally, some br a recipients. Instead of sending via multiple unicast
nodes of a MANET function as routers and multicasting minimizes the link bandwidth
communication between two hosts is done by muli-ho consumption, sender and router processing andeagliv
routing through the nodes of the network. Deviagshs delay. Maintaining group membership information and
as laptops, PDAs, mobile phones, pocket PC wittbuilding optimal multicast trees is challenging eva
wireless connectivity are commonly used. wired networks. Routing is needed to find a path
Multicasting is intended for group-oriented between source and destination and to forward the
computing. There are more and more applicationpackets appropriately. When it became clear thaimyr
where one-to-many dissemination is necessary. Theriented communication is one of the key appliqatio

Corresponding Author: VijayaragavanrShanmugam, Department of Computer Science and &gy,
Rajiv Gandhi College of Engineering and Technold@gndicherry-607 402, India
1381




J. Computer i, 6 (12): 1381-1388, 2010

classes in MANET environments, a number of MANET loss was measured at all mobile hosts. Every host
multicast routing protocols have been proposednonitored the networking layer and the MAC layer fo
(Garcia-Luna-Aceves and Madruga, 1999; leteal., all kinds of packet losses. Congestion-related pack
1999; Jacquett al., 2001; Royer and Perkins, 1999; loss only occurred at the MAC layer. Because
Sinhaet al., 1999; Alfawaeeet al., 2007; Kaabnekt al., CSMA/CA was used in the simulation, a packet may be
2009; Murad and Al-Mahadeen, 2007; Maa#taal.,  dropped due to congestion for two reasons: The
2009; Raghunathan and Kumar, 2007). These protocolsireless channel is so busy that the times of €k
can be classified according to two different citeifhe  exceed the limit; the channel is associated witjueue
first criterion has to do with maintaining routistate and  that buffers all the packets waiting to be senteWthe
classifies routing mechanisms into two types: Rieac queue is full any coming packet is dropped. Kliazbv
and reactive. Proactive protocols maintain roustefe, and Granelli (2006), authors have proposed a scheme
while the reactive reduce the impact of frequepblogy ~ Cross-layer Congestion Control for TCP*{CP) for
changes by acquiring routes on demand. congestion control over WLAN where data delivery
Multipath routing is a technique that exploits the was performed over multiple wireless hops. TRECP
underlying physical network resources by utilizing required the introduction of an additional modwebe
source to multiple paths. It is used for a numbkr oembedded within the protocol stack of the mobildeno
purposes, including bandwidth aggregation, miningzi to adjust the outgoing data stream based on cgpacit
end-to-end delay, increasing fault-tolerance, eolmgn  measurements.
reliability, load balancing and so on. The ideausiing Chen and Heinzelman (2004), the rate adaptation
multiple paths has existed for some time and itde®n scheme has been implemented with a minor
explored in different areas of networking. Many modification to the IEEE 802.11 MAC protocol. Inigh
multicast multipath routing protocols for MANETs scheme, a source node sends a Request To Send (RTS)
have been proposed (Tamyal., 2008; Chowet al., packet before it transmits any data. When the
2007; Vijayaragavast al., 2009a; 2009b). destination node receives this RTS, it estimates th
signal strength. The transmission power of eaclkgtac
Energy conservation: Energy efficiency is a limiting is known and the receive power is estimated. Then t
factor in the successful deployment of MANETS, signal strength is mapped to a transmission ddta ra
because nodes are expected to rely on portablgedim based on an efficient rate adaptation algorithmis Th
power sources. Moreover, energy conservation igransmission rate information is contained in Cl&ar
extremely challenging in multi-hop environments, Send (CTS) packet and sent back to the source node.
where the mobile nodes should also consume energy The source node then transmits data at this rate. |
route packets for other nodes and to guarantee tHeAMP-MAODV (Vijayaragavaret al., 2010), to utilize
connectivity of the network. the battery effectively a different strategy hasrbe
Wireless link transmission errors, mobility and proposed for route selection and route maintenance.
congestion are major causes for packet loss. Pimd®t The route selection process has been designedettt se
due to transmission errors is affected by the maysi multiple routes based on hop count, end-to-endydela
condition of the channel. Mobility may cause packetand residual battery capacity. In this study, weppse
loss in different ways. A packet may be droppethat a Power Aware Congestion Control Multipath Multicas
source if a route to the receiver is not availaiidhe  Protocol (PAGM?P) for MANETS. In order to reduce
buffer that stores pending packets is full. It nadgso be the packet losses, a congestion identification mehis
dropped at an intermediate host if the link to tiext  proposed at the receiver.
hop has broken. Packet loss due to mobility can be The organization of the study is as follows: The
reduced by reading the RSSI of the received packePAMPMAODYV is explained. The implementation
Whereas congestion in a network occurs, wheneer thdetail of PAGM?P routing algorithm is described. The
demands exceed the maximum capacity of anaterials and methods are discussed. The results an
communication link especially when multiple hosts t discussion are presented. Finally, conclusion & th
to access a shared media simultaneously. Thstudy is presented.
congestion may result due to any of the following
reasons (Luet al., 2003): Link load exceeds the Power-Aware Multiple Path Multicass AODV
carrying capacity, Redundant broadcasting packet{PAMP-MAODV): In PAMP-MAODV
Number of packets timeout and retransmitted, Averag (Vijayaragavanet al., 2010), to utilize the battery
packet delay or SD of packet delay and Number otffectively a different strategy has been propofed
nodes increase. Ramesh and Manjula (2007), packebute selection and route maintenance. The route
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selection process has been designed to selectptaulti MACT-S then unicasts a RREP-S to the source node.
routes based on hop count, end-to-end delay andhe intermediate node that received MACT-S adds an
residual battery capacity. PAMPMAODYV relies on entry to the mcast routing table to establish fodivey
broadcast based on-demand route discovery. When raute and set mpath field as 2, then forwards itht®
source node wants to send a packet or join a masttic source node. So this mechanism can guarantee two
group, it broadcasts a Route Request (RREQ) Paitket,node disjoint paths and avoided loops. Source nede
is often likely to receive more than one respormekpt  likely to receive one or more RREP-S messages glurin
since any node in the multicast tree can respamdlset  this time, but it selects the route with largesjusnce
packet. Each intermediate node, which receives RREQiumber and smallest hops by checking the RREP-S
calculates ‘N’ using Eq. 4.2 (Vijayaragavas al., messages as the second path and adds an entrg to th
2010) and battery capacity Rth needed to tranddér * mcast route table with mpath field as 2. Maintagnin
packets. When the Residual Battery (RB) capacity isnore than two backup paths cannot evidently improve
greater than Rth, then each neighbor node calauthte route performance. So we select only two pathsdiern
distance between itself and the previous node wiéch to reduce resource consumption and improve
sent RREQ, using Eq. 4.6 (Vijayaragawtral., 2010). calculation efficiency. If the source node does not
If the calculated distance is less than Dth, them t receive a RREP-S message before timeout, it uges th
intermediate node forwards RREQ further. When arone path to send data packets.
RREQ packet arrives at its any member, the received Once the source node activates the first path, it
RREQs are stored in RREQ table. sends all packets through the path in order to aedu
All the member nodes are wait for a particularetim latency caused by route discovery. When two pa#iss h
RREQ_TIMER (which is set to 3 sec), receives all th been selected, the source node starts to sendtpacke
incoming RREQ packets and maintains them in ahrough two paths in turn, that is, send a padketugh
RREQ table. Upon RREQ_TIMER expiry, Member the first path, then send the next packet through t
node assigns rank for each path based on the hoyx co second path. This simple method can balance the
and link quality and sends corresponding reply,ciwvhi network load and relieve the network congestion.
travel back to the source retracing the path. The The wireless link is easy to break because of fiode
member generates a RREP packet that contains ttmaobility or other reasons. When a node doesn’tivece
node list of the whole route and unicast it backards any message from the adjacent node or can't seyd an
the source that originated the RREQ pacMeng the packet to the next hop, it thinks the link is brok# the
reverse route. When an intermediate node receives t@oken node on the tree, it will be treated aceaydob
RREP, it updates its mcast routing table to addrary  the MAODV (Royer and Perkins, 1999). If not, the
towards member node by using the nodes list of th@pstream node unicasts a Route Error message (RERR)
whole route contained in the RREP. If the sourcéeno to the source node which notifies the source nbde t
receives one or more RREP messages in this time, link is broken. When the intermediate nodes in fgath
queries the multicast table and check if the raste receive RERR, they delete the entry in the rouldeta
activated to confirm which one is the first arrivithe  and continue to forwarding RERR until the sourcdeno
source node unicasts a MACT to the node which RREPeceives RERR message. When the source node
is the first arrival for activating the route andnds receives the RERR, it deletes the related entrthén
packets through the path due to the first paththas route table, searches backup route table and checks
shortest latency. The intermediate nodes, whictwhether both paths are invalid. If the two paths ar
received MACT, activate the related entry in mcastbroken at the same time, the source node broadcasts
routing table and set mpath field as 1, then fodithe  RREQ to initiate a new route discovery.
MACT to next hop until one group member receives
MACT. If the RREP received by the source node is noPower aware congestion control multipath multicast
the first arrival, the source node replies MACTeShe  protocol:
next hop. The intermediate nodes, which receivedscheme: UDP and TCP are two transport layer
MACT-S, query the multicast table and check if theprotocols widely used in wired networks. UDP has no
route is activated. If the route is activated, thecongestion control scheme (Chen and Heinzelman,
intermediate nodes discard this MACT-S, if not il 2004) to react to network congestion. Applicati®mat
add an entry to the backup route table to establishse UDP as the underlying transport protocol to
reverse route in backup route table and send MACT-&ansmit packets can easily overwhelm the network
to the next hop until this MACT-S forward to a gpou with data, which results in a considerable amount o
member. The multicast group node received thevasted bandwidth in transmitting packets that wél
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dropped due to congestion. Therefore, some droppindiscovered paths. At the receiver side the congess
of UDP packets should be investigated to react tadentified by calculating the Jusing MAC accessing
congestion. Since TCP has an inherent congestiodelay, packet sent interval, propagation delay taital
control scheme, congestion control is not a problemnumber of packets to be sent as mentioned in (fgr A
The packet loss due to congestion has been habglled waiting for T,, seconds, the receiver node checks the
two steps: Identification of packet losses, Ratetotal number of packets received during that pesnd
adaptation technique. The route discovery process icalculates the packet loss count. If the packet ¢ogint
similar to PAMPMAODV. Once the multi-paths are is more than ALLOWED_ PACKET_LOSS, then the
discovered, the source nodes start distributing theeceiver initiates PEAM packet to the receiver as a
packets along with the discovered paths to theibroadcast message. Upon receiving PEAM, the
respective receivers. The receiver nodes are irddrm intermediate nodes check whether the originator of
with the number of packets to be sent and pack#t sePEAM is any active member for the group in its nicas
interval and these information have been includetthé  table. If so, each intermediate node broadcastR HAeM
RREQ itself. The receiver nodes calculate the amourfurther to its precursors, after decrementing THlLobe
of packets lost, periodically. Based on the patdstes, hop. When the receiver node receives the PEAM, it
an error message is generated by the receivedtwee increase the packet sent interval by 25%, with a
the packet sending rate. The PPM3P uses a new maximum threshold value of 1000 m sec. The cormesti
control message Packet Error Announcing Messagglentification algorithm is shown Algorithm 1.
(PEAM) message.
Determination of Threshold: Based on the differentAlgorithm 1:

test samples, it has been found that the audioseledd ~ Congestion Identification at receiver:
files allow packet loss of up to 10% at the rea@ivi
side for reconstructing the original file Wait for the first packet to be arrived.
(ALLOWED_PACKET_LOSS = 10%). At each whiletermination condition not meio
receiver, the packet loss is calculated after wgifor  Calculate waiting time J
Tw-the waiting time to receive 25% of the packetse Th Calculate the packet loss
value of T, is calculated based on the packet sentf (packet loss > ALLOWED_PACKET_LOSS)
interval, the total number of packets to be sem t Initiate Packet Error Announcement Message
medium access delay using Short Inter Frame Spadewards the source
(SIFS) and DCF Inter Frame Space (DIFS) at evergnd while
intermediate node and the propagation delay of IEEE
802.119-Top during unload condition (0.003 sec) MATERIALSAND METHODS
(ANSI/IEEE Std 802.11, 1999). The value of SIFS and
DIFS are 1(isec and 5@s respectively: Experimental setup: The above mentioned protocols

_ : are implemented to form a Virtual Class Room (VCR).
d=hx(SIFS+ DIFS, @ VCR is one that can be immediately established and
whose members can be dynamically added or removed;

!‘E,’t . . . . the group structure of the members can be reorganiz
'd” = Medium accessing delay at intermediate 0de gy namjcally. The ad hoc classroom can support trgen
h™ = Average hop count (set to 5) and timely learning activities, thus improving leiag
effectiveness. For example, a teacher may estahblish
T, =(D+1+hxT,)xNx0.25 (2)  virtual classroom from his residence, students témta
around can take the opportunity to form an ad hoom
Let: to improve the teaching learning process at anye tim
‘N’ = the total packet count using IEEE802.11g WLAN. The network has been
‘I = the packet sent interval in milliseconds formed with 30 PDA nodes. Each node in the netvi®rk
Thop = propagation delay (ANSV/IEEE Std 802.11, assigned with static IP address. The software coents
1999) at unload condition =3 m sec used for development are Microsoft Visual Studio

C#.Net 2005, Windows Mobile 5.0 Pocket PC SDK,
Algorithm: In PACM?P, the route discovery Microsoft ActiveSync Version 4.2 and Microsoft.Net
procedure is done by using RREQs similar toCompact Framework 2005 and XML technology. The
PAMPMAODYV. Once the routes have been discoveredXML technology was used for providing descriptiarda
the source node starts distribution of data aldmg t representation of data and control packets.
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Table 1: Test cases

Scenario Mobility Network type File size (KB) Patlsent interval (m sec)
Test case 1 No mobility Sparse 100, 200, 600 add 10 200, 300, 400, 500 and 1000
Test case 2 Dense 100, 200, 600 and 1014 2004800500 and 1000
Test case 3 Mobility with different pause Sparse 0 60 500 and 1000

Test case 4 times 0, 15, 30, 60, 120 and Dense 600 500 and 1000

240 sec respectively

The nodes are allowed to move with a speed of 0- 1 — . —a——
10 m sec’. Field configurations of 50x50 m field with ¢ °% [—— & — ) |
30 nodes are used for dense network and 500x500 nz ;& N ' | ——100
field with 30 nodes for sparse network. Each nosiesu E 06 f——ns-—0"" : —=—200
the IEEE 802.11g (ANSI/IEEE Std 802.11, 1999) with 3 ©5 | 600
a 30 m transmission radius. The pause time isdage = | 1014
0, 15, 30, 60, 120 and 240 sec respectively. Traffi = = o 55 o

sources are CBR with 512 bytes data packets. The Packet sent interval (m sec)

source and receivers are spread randomly over the

network and the number of receivers is varied (Bta5 Fig. 1: PDR of PAMPMAODY for test case 1
change the offered load in the network. The sending

rate is set by assigning different values for pacent g P wﬂ!;_r___-t————--——'—"‘
interval as 200, 300, 400, 500 and 1000msec § 08 : =
respectively. & os i
The performance of PAMPMAODV and PAG*P < os &0
has been analyzed by considering hop count, erahdo- :é g; Aoy
delay, signal strength, remaining battery capaaitg T 300 400 500 1000
packet loss count parameters for route discovehg T Packet sent interval (m sec)
Packet Delivery Ratio (PDR) and Average End-to-end 5
Delay (AED) metrics have been analyzed for the fourFig: 2: PDR of for PAEM?P test case 1
test cases (Table 1) to evaluate the PM®. The  _ _ .
parameter values are calculated from the log file 2 o ‘1'*\
maintained at each PDA node. The log file contéies 3 00% - =
sequence of actions performed and the necessdestab % o003 k\’cw =10
maintained by each routing protocol. = °6°‘;: = +z:
g 0015 v
RESULTS | s ‘ ‘ , || =t
200 300 400 500 1000
Figure 1 and 2 shows the PDR of sparse network Packet sent interval (m sec)

for the test case 1 mentioned in the Table 1. When
packet sent interval is 1000 m sec and the file siz Fig. 3: AED of PAMPMAODYV for test case 2

small i.e., the number of packets are minimum, 98% _

c

0.065 1

packet delivery is achieved. When the packetsené s £
with 200 m sec packet sent interval, the packetvesi 5 0.085 —
is increased by 18% than the PAMPMAODV. E 005 J = —+-10
Figure 3 and 4 shows the average end-to-end: °'°45i - — = = =20
delays of sparse network for test case 1. The vafue & ‘7 — :’?:4
average end-to-end delay for the same file at ife = . , , [ 7
packet sent interval is found to be increased b2 1% 200 300 400 500 1000
than that Of the PAﬁS/I 2P. Packet sent interval (m sec)
The test case 2 deals with a dense network and no
mobility decision. The file size and the packettsenFig. 4: AED of PACM?P for test case 2
interval have been changed according to the test 2a
values. The PDR values obtained for different dilses Figure 5 and 6 show the PDR of dense network
against varying the packet sent interval for a densfor test case 2. When the file size is small, 98%
network. PDR is achieved for different packet sent interval.
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— 1

B 1 8 — = - — 5 1 =
g 09 : - ) e
S o8 ——= | 7 08 aﬁ‘;:;‘HE:
5 07 —_— | ——100 2 o8 —— 50 msec
= =
< 086 | 200 = s ~s— 100 m sec
5 =
g5 05 { —a—600 2 o
= ]
3 04 —— 1014 £ o7
& 03 T T : | ] 15 30 80 120 240

200 300 400 500 1000 Pause time (sec)

Packet sent interval (m sec)

Fig. 9: PDR of PAGM?P for test case 4
Fig. 5: PDR of PAMPMAODYV for test case 2

\:%-\ 0%2; e “"‘——-0——_.__.
i ——— — % o
g m; 1 — — = 3 :}%Eg , . —— 50msec
E‘ 07 —~—100 § Q%; e - = —=— 100 m sec
2 o5 20 o o =
= 05 a00 2 o0
E 04 b o E 0 15 30 50 120 240
Ag 03 , . Pause time (sec)
- 200 300 a00 500 1000
Packet sent interval (m sec) Fig. 10: AED of PAGM?P for test case 3
Fig. 6: PDR of PAGM?P for test case 2 The average end-to-end delays obtained for
PAC?M?P for test case 3 is given in Fig. 8. The average
2 0% end-to-end delay for packet sent interval of 508em is
T — = — observed to be 32-37% more than that for packet sen
2o e — R T interval of 1000 m sec for PA®I*P.
3 o8 e [N S The PDR values obtained for a file of 600KB size,
£ 008 by varying the packet sent intervals as 500 and 160
= % sec in a dense network with mobile nodes are shiown
0 15 30 80 120 240 the F|g 9
Pause time (sec) The PDR for a packet sent interval of 500 m sec in
is 3- 4% more than that of packet sent intenfal
Fig. 7: PDR of pan’p for test case 3 1000 m sec. Figure 10 shows the average end-to-end
delay of PAGM?P for the test case 4. The packet sent
g e intervals have been varied as 500 and 1000 m sec.
iz 8T — The average end-to-end delay for a packet sent
.- — —— 50msec interval of 500 m sec is 2-7% more than that for a
£ 005 = L
5 oo - % e 100m packet sent interval of 1000 m sec.
& 0035
;;- 93%5 DISCUSSION
0 15 30 60 120 240
Pause titsie (sec) The performances of PAMPMAODYV for different
test scenarios have been analyzed. The averagm-end-
Fig. 8: AED of PAGM?P for test case 3 end delay and PDR parameters have been studied for

different test cases. For the test cases 1 amth@re
When one packet is sent for one second, 98% PDR {§€ nodes are not mobile, the packet delivery ratio
achieved irrespective of the file size. The PDRugal increases with increase in packet sent intervabfuth
of PAC?M?P are found to be increased by 2-11% tharthe sparse and dense networks. For the test camed 3
that of the PAMPMAODV. 4, where the nodes are allowed to move in any fiinec
The PDRs obtained for PARI2P for test case 3 With a speed of 1-10 m sécthe PDR decreases with
are shown in the Fig. 7. The PDRs for the packet se an increase in pause time.

interval of 1000 m sec are found to be 2-7% bettan In order to reduce the packet losses, a congestion
that of 500 m sec packet sent interval. identification scheme is proposed at the receivethe
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PAC’M?P the receiver node is made to measure th€&arcia-Luna-Aceves, J.J. and E.L. Madruga, 1999. A
number of packets received. If the number of packet multicast routing protocol for ad-hoc networks.
received is found to be less than allowed loss, it Proceeding of the 18th Annual Joint Conference of
initiated an error message towards the source. Upon the IEEE Computer and Communications
receiving the error message the source node ireseas  Societies, Mar. 21-25, IEEE Xplore Press, New
the packet sent interval. York, USA,, pp: 784-792. DOI:
The performance of PA®I’P has been studied for 10.1109/INFCOM.1999.751466
different scenarios. For the test case 1 the PDR ofacquet, P., P. Minet, A. Laouiti, L. Viennot and T
PACPM?P is increased by 2-18% than that of Clauseret al., 2001. Multicast optimized link state
PAMPMAODYV algorithm. For test case 2 the PDR of routing draft-ietf-manet-olsr-molsr-01.txt. |IETF
PAC'M?P is increased by 2-32% than that of = MANET Working Group.
PAMPMAODV algorithm. PDR of PA&M?P is http://tools.ietf.org/html/draft-jacquet-olsr-mol8o
increased by 2-11% for test case 3 and 2-7% fdr teKaabneh, K., A. Halasa and H. Al-Bahadili, 2009. An
case 4 than that of the PAMPMAODYV algorithm. Effective location-based power conservation
scheme for mobile ad hoc networks. Am. J.

CONCLUSION Applied Sci., 6: 1708-1713.
http://www.scipub.org/fulltext/ajas/ajas691708-
The performance of PAMPMAODV and PAG*P 1713.pdf

Kliazovich, D. and F. Granelli, 2006. Cross-layer
congestion control in ad hoc wireless networks. Ad

has been performed for different input samplesyowek
types and mobility types. Based on the resultsindda
for the different test cases, the researcher obdetivat Hoc Networks, 4: 687-708. DOI:
the increase in number of sources resulted in packe 10.1016/j.adhoc.2005.08.001
losses at the receiver side. Power Aware Congestiobee, S.J., M. Gerla an@.C. Chiang, 1999. On-demand
Control Multipath Multicast Protocol routing scheimas multicast routing protocolProceeding of the IEEE
been proposed to reduce the packet losses. The Wireless Communications and Networking
performance of PA®?P has been analyzed with Conference, Sept. 21-24, IEEE Xplore Prdg¢syw
PAMPMAODV for four different test cases. The PDR of Orleans, LA., USA., pp: 1298-1302. DOI:
PAC’M?P has been increased by 2-7% for mobility =~ 10.1109/WCNC.1999.796947
allowed network. PA@M?P has produced 2-32% Lu, Y., Y. Zhong and B. Bhargava, 2003. Packet lnoss
increase in PDR for network with no mobility feagur mobile ad hoc networks. CERIAS.
http://www.cs.purdue.edu/research/technical_repor
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