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Abstract: Problem statement: Optical Packet Switching (OPS) and transmissionvogts based on
Wavelength Division Multiplexing (WDM) have been cieasingly deployed in the Internet
infrastructure over the last decade in order totrtteehuge increasing demand for bandwidth. Several
different technologies have been developed forcaptpacket switching such as space switches,
broadcast-and-select, input buffered switches angub buffered switches. These architectures vary
based on several parameters such as the way ohbptiffering, the placement of optical buffers th
way of solving the external blocking inherited froswitching technologies in general and the
components used to implement WDMpproach: This study surveys most of the exiting optical
packet switching architectures. A simulation-basethparison of input buffered and output buffered
architectures were presentelesults: The performance analysis of the selected two tactires
derived using simulation program and compared Herént scenarios. We found that the output
buffered architectures give better performance timput buffered architecture€onclusion: The
simulation results shows that the-broadcast-anekctakchitecture is attractive in terms that it lees
number of components compared to other switches.

Key words: Input-Output Switch, Optical packet switching (OP3yacket loss probabilities,
Performance analysis, Wavelength Division Multiphex (WDM), Random Access
Memory (RAM), optical gate, buffer

INTRODUCTION Some studies have shown that the ultimate capatity
photonics-based switches will exceed the capadity o
Optical Packet Switching (OPS) and transmissioriarge electronic switching nodes (Masedtial., 1996;
networks based on Wavelength Division Multiplexing Zhang, Tet al., 2006). Another advantage offered by
(WDM) have been increasingly deployed in the Ine¢rn photonics is the potential of optical transparency.
infrastructure over the last decade in order totrtiee | "ansparency means that, except for the packetenead

huge increasing demand for bandwidth (Maseitél., the packet payload can be encoded in an arbitoarget

. . i and at an arbitrary bit rate. In addition, Waveténg
1996; Danielsenet al., 1997; Chang and Mehta, Division Multiplexing (WDM) can be exploited to

2010). An optical packet network consists of oftica jncrease the switching performance since more ¢imen
packet switches interconnected with fibers runningpacket can be carried by different wavelengthshat t
WDM. The switches may be adjacent or connected bygame time and the same input/output port.

light paths. A light path is a circuit-switched One difficulty in the implementation of optical
connection consisting of the same wavelengthPacket switching systems is the lack of optical
allocated on each link along the path. It may cemsf ~ Random Access Memory (RAM). There has been
different wavelengths along the path if convertars much effort to investigate and develop optical RAM

t Th data is t itted i i LKasaharaet al., 1988). Unfortunately, optical RAM
present. Ihe ‘user dala Is transmitted In oplcag ;i pje for optical packet switching has not yeeib
packets, which are switched within each opticakeac ¢, nq (Kasaharat al., 1988: Suzuki and Kasahara

switch entirely in the optical domain. Thus, thesus 1992). The alternative is to use optical fiber gela
data remains as an optical signal in the entirén patjines incorporating other optical components sush a
from source to destination. No optical-to-electrioa  optical gate switches, optical couplers and amgii
electrical-to-optical conversions are required. to realize optical packet buffering (Tucker, 2008;
Packet switches based on photonics have somidass, 1993; Spring and Tucker, 1993; Sasayima
potential advantages over their electronic coumtesp al., 1993; Zhongt al., 1994).
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Several different technologies have been developec
for optical packet switching such as space switches
broadcast-and-select, input buffered switches and
output buffered switches. These architectures vary
based on several parameters such as the way chbpti
buffering, the placement of optical buffers, theyved
solving the external blocking inherited from switai
technologies in general and the components used tc
implement the WDM.

In this study, we survey most of the existing
architectures and compare their performance. Ou
simulation-based comparisons analyze and compares
the performance of two selected architectures.

-
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o t+T tr2T o HD-1)T

lr:ig. 1: An optical buffer based on fiber delay Bne

However, the delay is chosen at packet arrival and
a packet is lost when the required delay is latban
It is worth to mention that FDL-based buffers are
When two packets from different input ports musta@ble to store multiple packets with the constr_aimt
be switched to the same output port at the same, tim©Only one packet enters and leaves the buffer ahe, t
contention arises. This is a problem that commonl)}JnIeSS WDM is invoked. Also, similar to their
arises in packet switches and is known as externdl€ctronic counterpart, optical buffers may be gthat
blocking. In this case, the switch controller afk t the input, output, or both, of a packet switch. léwer,
switch fabric must employ some strategy to restee limited by the length of the delay lines, this typg
contention. Output port contention can be resolived Puffer is usually small and does not scale up.
three domains: in wave-length domain (using _ _ _ )
converters), in time domain (using fiber delay §jjeor ~ Contention resolution in wavelength domain: In
in Space domain (using deflection routing)_ Str@'ﬂg WDM, several WaVeIengthS run on a fiber link that
that combine more than one method are also possiblgéonnects two optical switches. This can be expdoite
Most of the OPS architectures use fiber delay linegninimize external blocking by means of wavelength
and/or wavelength converter to solve the contentiorgonversion. Wavelength conversion (Ramamurthy and
problem. Below we discuss these two solutions. Mukherjee, 1998; Elmirghani and Mouftah, 2000;
Rekha and Ramalingam, 2009) is the ability to canve
Contention resolution in time domain: Optical an optical signal on a given input wavelength tmeo
buffering. The lack of an efficient way to store other output wavelength. This can be used as a
information in the optical domain represents a majo mechanism for contention resolution that can improv
difficulty in the design of OPS nodes. Research haghe utilization of resources in an OPS. Let us @ssu
focused on ways of emulating electronic RAM that two packets are destined to go out of the same
capabilities through the use of Fiber Delay Linesoytput port at the same time. Then they can bé stil
(FDLs) to delay optical signals (Huntet al., 1998a;  transmitted out, but on two different wavelengtfisis
Hunter et al., 1998b; Ramamurthy and Mukherjee, method may have some potential in minimizing
1998). An FDL can delay a packet for a specifiedeyernal blocking, particularly since the number of
amount of time, which is related to the length leé t 5 elengths that can be coupled together ontoglesin
dglay line and t_he_SPeed of l'ght',A buffer for BCK?tS fiber continues to increase. More detailed dis@rssi
V.V'th a FIFQ _dlSC|pI|ne can be |mplemented. using Dand comparison of wavelength converter technologies
fiber delay lines whose lengths are equivalent t%an be found in (Elmirghani and Mouftah, 2000).2s

multiple of slots. A slot, T, is the time requiréar a . uti hod | h .
acket to be transmitted and propagated from antinp contention resolution method, wavelength conversion
b has some highly desirable properties in that itsdoet

port to an output port. As shown in Fig. 1, delaeli . ) .
delays a packet fartime slots. A counter keeps track of introduce delays in the data path and it does ause
packet resequencing.

the number of packets in the buffer. It is decrddsel i

when a packet leaves the buffer and increased by 1 CONVerters may be fixed or tunable and can be
when a packet enters the buffer. Suppose thataheyv Placed at the input and/or output ports of an aptic
of the counter is j when a packet arrives at thiiebu ~ Packet switch; moreover, each port of the switcty ma
then the packet will be routed to the jth delaglin be equipped with its own dedicated converter, @ th
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converters may be shared by all ports. Consequeatly Each output buffer is an optical buffer

variety of switch architectures are possible depend implemented as follows. It consists of D + 1 FDLs,
on the availability and placement of converters. numbe_red from 0 to D. FDL delays an opt|c_al packe
for a fixed delay equal to i slots. FDL O providesyo

delay and a packet arriving at this FDL is simply
transmitted out of the output port. Each FDL calage
Bptical packets on each of the W wavelengths. For
instance, at the beginning of a slot, FDL 1 careptc
up to W optical packets, 1/wavelength and delaynthe
for 1 slot. FDL 2 can accept up to W optical paskat

Optical switch architectures: A wide variety of switch
fabric architectures have been proposed for OPS. |
general, we can classify the switch architectuoethé
following classes:

*  Space switch architectures the beginning of each time slot and delay them2for
» Broadcast and select switch architecture slots. That is, at slot t, it can accept up to Vkeds

* Input buffered switch architecture (1/wavelength) and delay them for 2 slots, in which
»  Output buffered switch architecture case these packets will exit at the beginning of sk

2. However, at the beginning of slot t1 it can also

In the following subsections, we discuss each ofccept another batch of W optical packets. Thus, a
these architectures. maximum of 2W packets may be in transit within FDL
2; similarly for FDL 3 through D. The performancgé o
optical space switch is analyzed in (Elmirghani and

Space switch architecture: Space switch fabric Mouftah, 2000),

architecture is shown in Fig. 2 (Glaneeal., 1993).

The switch consists of N incoming and N outgoingg, yaqcagt-and-select switch architecture. Figure 3
fiber links, with W wavelengths running on eachefib  shows the architecture of a broadcast-and-seleittisw
link. The switch is slotted and the length of thet s proposed as part of the European ACTS KEOPS project
such that an optical packet can be transmitted an@Guillemot et al., 1998). The switch has N input and
propagated from an input port to an output port. output ports and it is equipped with D FDLs suct th
packet can be delayed for an integer multiple efdlot
The switch fabric consists of three parts. Optical time T, up to DT. The architecture in Fig. 3 asssme
packet encoder, space switch and optical packdemuf that each input fiber carries only one wavelenbtt ts

The optical packet encoder works as follows. Fathea gibﬁere:\n; than tEe wavlelengéhs czf;\rried llay thioﬁ;ﬁ;’é
incoming fiber link, there is an optical de muléger Ibers; hence the total number of wavelengths |

which divides the incoming optical signal to the Wswitching fabric consists of three blocks: encoder,

diff i lenaths. Each lenath is fed t buffer and selector. The wavelength encoder block
ierent wavelengtns. £ach wavelength 1s 1ed 10 g, qqists of N Fixed Wavelength Converters (FWCs),
different Tunable Wavelength Converter (TWC) which ;4 per input and a multiplexer. The buffer block

converts the wavelength of the optical packet to &gngists of a splitter, D FDLs and a space-switghin
wavelength that is free at the destination optm#put  stage implemented by means of splitters, optics#sya
buffer. Then, through the space switch fabric, theand combiners. Finally, the wavelength selectociblo
optical packet can be switched to any of the N outp consists of N wavelength channel selectors
optical buffers. Specifically, the output of a TVikCfed  implemented by means of de multiplexers, opticétga
to a splitter which distributes the same signalNo and multiplexers. These three blocks make up the
different output fibers, one per output buffer. Eignal  broadcast-and-select switch fabric.

on each of these output fibers goes through another The switch is slotted. At the beginning of a time

splitter which distributes it to D + 1 different tput ~ Slot, each wavelength converter in the wavelength

fibers and each output fiber is connected through a&ncoder block —converts the wavelength of the

: P i ket to a fixed wavelength. The outpiut o
optical gate to one of the FDLs of the destinatatput Incoming pac . ) oot
buffer. The optical packet is forwarded to an FDy. b the N converters is combined and then distributed

: . . . through a splitter into D different FDLs. Each FDL
appropriately keeping one optical gate open ansimip has a different delay which is an integer number of

the rest. The information regarding to which qi5t5 That is, FDL i has a delay of i slots. The N
wavelength a TWC should convert the wavelength ofyptical packets are stored simultaneously to the D

an incoming packet and the decision as to which FDlgifferent FDLs. At the beginning of the next slat,
of the destination output buffer the packet will be maximum of D * N optical packets exit from the D
switched to is provided by the control unit, whishs FDLs and up to N of them are directed to their
knowledge of the state of the entire switch. destination output ports without any collisions.
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This is achieved through a combination of sphter
optical gates, de multiplexers and multiplexers.
Specifically, the output signal from each FDL goes
through a splitter which distributes it over N outip
We recall that this output signal consists of N
multiplexed optical packets, one for each wavelengt
The signal from outpui of each splitter is directed to
output portj. Since there are D such splitters, there are
D such output signals, of which only one is seléetrd
directed to output poiit This selected output signal is
fed into a de multiplexer, which breaks it up itihe N
wavelengths, of which only one is transmitted dute
operation of this broadcast-and-select switch &alsi
managed by a control unit. Note that performing
broadcast or multicast transmission is straighivéod:
all that is needed is for multiple output portsselect
the same packet.

Optical packet buffer based on wavelength routing:
A new wavelength routing-based packet buffer is

wpresented in (Zhong and Tucker, 1998). It is bawed

Arrayed-Waveguide Grating (AWG)
(Takahashi et al., 1990; Dragone,

multiplexers
1991; Ab-

Wavelength Rahmanet al., 2009) and wavelength conversion
encodes: | -Bife Werclnsthodeoar techniques (Durhuuet al., 1996; Glancet al., 1993).
EWG SR A In order to explain the operation of this kind afffer,
- — we should first explain the wavelength routing miode
o ¥/ of an AWG. Consider a K * K AWG and let be the
wavelengths operating in each port of the AWG
= (Takahashet al., 1990). The wavelength that connect
. — thei-th input to the-th output of the AWGM can be
= ‘/ expressed by (i,j) =A, where:
DEMUX MUX

Fig. 3: Broadcast-and-select switch architecturth W

ports, W wavelengths aridl FDLs
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g=(i+jmodK (1)

In other words, packet entering from paorand
destining to port j will be converted to wavelength
according to equation (1). For example, consider4tH
4 AWG shown in Fig. 4. Suppose that there is a pack
in input port number O that needs to be switched to
output port number 3. The wavelength of this packet
will be converted to (g = (0+3) mod 4 = 3) which
connects input port 0 to output port 3.

As mentioned above, a new wavelength routing-
based optical packet buffer is presented in (Zhamg
Tucker, 1998) and it is based on Arrayed-Waveguide
Grating (AWG) multiplexers. As shown in Fig. 5, ghi
optical packet buffer consists of a pair of AWGs
(Takahashet al., 1990; Dragone, 1991) and a set of D
optical fiber delay lines connecting AWGs. The leuff

Fig. 4: 4*4  Arrayed-Waveguide
multiplexers

Grating (AWG) has L input ports and L output ports, through which
packet streams can simultaneously access to tlierbuf
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one slot (T). Therefore, the delay received by ekpa
FoL is determined by the wavelength of the packet and b
— — the input port at which the packet enters the bufim
the other hand, if a packet entering the buffehai-th
input port requires a delay of a Q slots (i.e., Qhe

Fad

J.h () a ,L,Lri packet has to be converted to wavelerigifDurhuus
P R : ' L-1 etal., 1996; Glancet al., 1993) where q is given by:
(.. ) 47 q=(Q+i)modK (2)

Input-buffered switch architecture: This switch was
Fig. 5: Wavelength routing based optical packetdsuf  proposed in (Danielsest al., 1997) and is shown in
Fig. 6. Each incoming and outgoing link carriesrale
B Sheculng section Switehing section wavelength. The wavelength of an output port varies
with packets. The switch consists of the schedytiag

Input 1 ™ 0 i 1 " Qutput 1 and the SWitChing part.
—{ A A= = The scheduling part is used for contention
M{Z}— i ; A— L resolution and is composed of N TWCs, one for each
.| m S : i . incoming wavelength, two K x K Arrayed Waveguide
put N . N — Output N Gratings (AWGSs) and D FDLs, where K = max(N, D).
B 0.0 e I = Buffering in the scheduling part is based on thticap
L wavelength routing-based buffering discussed in the
_ . . previous part. i.e., a packet entering inpof the first
Fig. 6: Input buffered optical packet switch AWG will appear at outptitof the second AWG after a
specified delay. The delay of an optical packet is
The delay lines are numbered 0,1 ,2 ..., (D - l)sglected using the following two rules: first, nwot

from top to bottom. Tha-th delay line has a delay optical packets may appear at the same slot atate
amount of packet duration (slot), T. Note thatboéfer  gyitch output; second, no two optical packets may
has L input/output ports and D FDLs. Therefore, Weappear at the same buffer output at the same slot.
need an AWG with K input/output ports where K = The switching part is used for switching optical
max (L,D). packets to their destination output ports and islenap

Consider the case where L = D = K. With referencesf an AWG and TWCs. The TWCs are used to assign the
to Fig. 5 and the relationship of wavelengths cating  optical packet the right wavelength correspondinghe
the inputs and outputs of a AWG, it can be seeh thadesired output port. This kind of architecture stsffrom
WDM packets entering the buffer at théh input port  head-of-line blocking, which is inherent in input
will be routed (or de multiplexed) to different puts  buffering switches. For example, suppose that aptic
of the first AWG, according to their wavelengthdtek  packet 1 in inpui must be routed to output 1, while
passing through different lengths of delay lindmse optical packet 2 behind optical packet 1 in inputust
packets are multiplexed by the second AWG and thebe routed to output 2. If optical packet 1 mustiblayed
leave the buffer from the i-th output port. In athe for one time slot, optical packet 2 has to be deddipr at
words, a packet entering the buffer at the i-thutnqport  least one time slot due to the second rule, eveugthn
will leave the buffer from thd-th (same input port optical packet 2 goes to a different output port.
index) output port after receiving a certain delegye
determined by the packet wavelength. Note that #utput-buffered switch architecture: Fig. 7 shows
packet with a given wavelength entering the buffiea  the schematic of an N * N output-buffered oatic
different input port will receive a different patkielay. packet switch. It consists of a set of NWC,
For example, a packet of wavelengthentering at the an N * N optical space switch matrix and N
zeroth input port will receive a delay with a twiots N wavelength routing-based packet buffer. The N *
(2T); while a packet of the same wavelengih, N optical space switch performs the switching of
entering at the 1st input port will receive a deleish ~ packets to their desired outputs.
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slot to the arriving packet according to its destion. If
no available slot, the packet will be lost. The mai

T it Qupt purpose of packet scheduling algorithm is to preven
e L3 NxN i O ks packet contention. More specifically, concurrentkess
R — I : arriving at different inputs and destined for theme
. |Space Switch 'Hn;n" (¥ el output will be given different delays in the schiay
LILE, > L part. The delay of a packet in the scheduling saim
- 0..000 turn determined by the wavelength to which the patk

converted. The function of packet scheduling is to

Fig. 7: Output buffered switch architecture allocate a minimum time delay to each packet, stibje

_ _ _ to the following two conditions in any time slott)(
Unlike the input-buffered packet switch, the NN*  no two packets will be addressed to the same owtout

optical space switch in*Fig. 7 cannot be replaged bet )0 switching part and (2) no two packets will a@pe
of N TWC's and an N * N AWG. This is because, iéth at a given input of the switching part. A packeatth

N * N optical space switch is replaced by a setNof . . : .
TWC's and an N * N AWG, then up to N packets maycannot be a55|gne_d a time slot is blockeq by tgrnin
appear at a given output of the AWG. off the corresponding TWC at the scheduling padt an
In this architecture, there may be more than onéence lost.
packet destined for the same output in a time slot, Figure 8(a)-(c) show the relation between packet
resulting in packet contention. However, this packeloss probability and offered traffic load of input
contention is resolved by wavelength conversion anduffered optical packet switch for various buffer
wavelength routing-based buffering. More specifical capacities D (number of fiber delay lines), whee th
in each time slot, packets that are destined ferstme ~ SWitch size N is 16, 32 and 64, respectively.
output will be shifted to different wavelengths dref As expected, the packet loss probability is
they are routed to the desired output by the opsjsace substantially reduced by increasing the buffer
switch. Since these packets have been given differe capacity, which effectively increases the number of
wavelengths by the wavelength converters at thetioh ~ available time slots.
the switch, they will receive different packet delat the Similarly, Fig. 9(a)-(c) show the relation between
succeeding wavelength routing-based buffer sodhgt ~ packet loss probability and offered traffic loaaf input
one packet will emerge at a given output of thecdwin ~ buffered optical packet switch for various buffer

any time slot and hence packet contention is resolv ~ capacities D (number of fiber delay lines), whee th
switch size N is 16, 32 and 64, respectively. tiveh also

RESULTS the packet loss probability is substantially redidsy
increasing the buffer capacity, which effectively
So far we discussed several optical packeincreases the number of available time slots.
switching architectures. Performance analysis & th When comparing the packet loss probability of the
space switch and broadcast-and-select architectsres input buffered delay and the output buffered delay
available in (EImirghani and Mouftah, 2000; Zhomgia architectures vs. the offered load for differentitst
Tucker, 1998) respectively. In this study, two SiZ€Sas shown in Fig. 10, we found the following:
simulation programs for input buffered and output,
buffered architectures have been developed. The
average packet delay and packet loss probability fo iyt buffered switches suffer from head-of-line
these two grchltectures_ are compared under differen blocking which results in more packet droppings
number of Fiber Delay Lines (FDLs). «  For a given offered traffic load and a given buffer
Both simulations assume a random traffic model in  capacity (i.e. fixed D), the packet loss probayilit
(Hluchyj and Karol, 1988): (1) each input has an  almost independent of the switch size for both
identical and independent arrival of packets with a  input buffered and output buffered switches. As
probability p in any time slot and (2) each pacet shown in Fig. 10, each of the two arthtectures has
equally likely destined for any of the outputs. The almost the same packet loss probability curves for

babili Is0 b he offered traffic load all packet sizes. Note that the legend “OB 16x16”
probabilityp can also be seen as the offered traffic loa used in this Fig. 10 means output buffered 16 * 16

at each input. Upon packet arrival, a scheduling  gwitch. Similarly “IB 16x” means input buffered
algorithm is invoked in order to assign an ideateti 16 * 16 switch
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) Load
can be seen that the output-buffered switch hagbet o

delay performance. By fixing the switch size N # 6
and offered load p to 0.8, we show the relatiomieen  Fig. 10: Comparing packet loss probabilities fopun
the packet loss probability and the number of fiber buffered and output buffered architectures for
delay lines, FDLs in Fig. 12. different switch sizes
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