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Abstract: Problem statement: The shape of an object is very important in objecbgnition. Shape
matching is a challenging problem, especially wheticulation and deformation of a part occurs.
These variations may be insignificant for humarogeition but often cause a matching algorithm to
give results that are inconsistent with our periceptAppr oach: We proposed a customized approach
to measure similarity between shapes and expldirishape retrieval. The similarity was measured
using the correspondence between the points ontilee shapes and applying the aligning
transformation. The correspondence was solved bystlape context with shortest augmenting path
algorithm. Based on the correspondence, the aligtmamsformation is applied which best aligns the
two shapes. Thin Plate Spline (TPS) with angulastadice was to provide the better class of
transformation maps. The matching error was caledldby the errors between the correspondence
points on the two shapes and energy required gnialj transformation. Object recognition was
achieved by the k-nearest neighbor algoritfesult: The algorithm was efficient method for shape
matching which performs the well on bulls eye tstl produce 91.23% of retrieval rate on MPEG
databaseConclusion: The proposed method is simple, invariant to naisd gives better error rate
compare to the existing methods. It can also bengddd to the handwritten characters, industrial
objects, face recognition and COIL data base.

Key words: Bulls eye test, MPEG data base, shape retrievapesmatching, Thin Plate Spline (TPS),
handwritten digits, Fitting Hand Craft Model (FHG)ligning transformation, shortest
augmenting path algorithm, object recognition

INTRODUCTION recognition for handwritten digits, COIL databas®la
silhouette and trademark retrieval.
Object Recognition is a difficult task in the real The shape can be defined as the equivalence class

world. Humans still out perform machines in mostunder a group of transformations. Shape matching is
vision tasks, in both speed and quality. Our gedloi identifying the shapes when the similarities betwvee
design machines that can recognize the objecevalsl  the two shapes are high. The statistician’s définiof
approaching or exceeding human performance. Usinghapes addresses the problem of shape distance,
the shape of an object for object recognition andge assumes the correspondence that are known. Shape
understanding is an emerging topic in computerowisi matching can identify without finding the
and multimedia processing analyzing silhouette mf a correspondence by using the intensity-based
object is the most important step in shape matching technique. An extensive survey of shape matching
On Growth and Form, Thompson observed thaBelongieet al. (2002) in a computer can broadly be
related, but not identical shapes can often berdefd  classified into two approaches. They are brightness
into alignment using simple coordinate transfororadi  Pased and feature based methods.
Serge Belongiet al. (2002) presented a novel approach
to measure similarity between shapes and objedBrightness based method: Brightness or appearance
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based method is a complementary view of featuredas LeCunet al. (1998) proposed object recognition
methods (Abusharet al., 2008). This approach makes with gradient-based learning. This study shows that
direct use of gray values within the visible pontiof ~ recognizes simple objects with handwritten characte
the objects instead of shapes. The brightnesysing set of features and it gives better perfoaamy
information is used to find the correspondences an#ecognizing multiple objects without requiring eieyil

to align the gray scale values to compare brigmnessegmentation of the objects. Gdalyahu and Weinshall
of two different shapes. Yuille (1991) presented th (1999) proposed a flexible syntactic matching aves
Fitting Hand Craft Model (FHC) suggests a flexible 0 classify the silhouettes using dissimilarity s@@s.

model to build invariance to certain kinds of Accqrdmg to (Latecki and Lakamper, 2000) a
. . shape similarity measures based on correspondénce o
transformations, but it suffers from the need of

) e visual parts using silhouette image database. Tigi@ad
human designed templates and the sensitivity Qurve evolution is implemented to simplify the sésp
initialization when searching via gradient descent.  segmenting errors and digitizing noise. Shape niragch
Elastic graph matching developed by Lagesl.  procedure gives an intuitive shape correspondende a
(1993) involves both the geometry and photometrigs stable with respect to noise distortions. A riove
features in the form of local descriptors basedtf® approach to find a correspondence between two surve
Dynamic Link Architecture, which is a Gaussianwas presented by Sebastiagt al. (2003). The
derivative. The performance is evaluated usingssitz| correspondence is based on a notion of an alignment
analysis. The alternative is the feature basedadeth curve and it is found by an efficient dynamic
programming method.
Feature based method: Feature based method extract the Milios and PetrakiS, (2000) proposed a Shape_
information from the image instead of appearancthef a¢ching algorithm for deformed shapes based on
image. The s_hape mforr_nanon is in the for_m_of _hitajres, dynamic programming. This algorithm is superior whe
length and width of the image, etc. The similaoityshape compared to the traditional aporoaches of sha
can easily identified by boundaries of Silhouettages pa . ppro: : pe
matching and retrieval such as Fourier descripéats

since silhouettes do not has the holes or intenaakings. - .
The boundaries are more convenient to represemgeisna 980Metric and sequential moments. Robust shape

and it can be clearly represented through closedesu Similarity retrieval developed by Attalla and Siy
There are several approaches for shape recogngiog ~ (2005) and it is used to match and recognize 2D
feature-based method. objects. Rizon et al. (2006) developed a

Fischler and Elschlager (1973) proposed a maseomputational model to identify the face of an
spring model that minimizes the energy by using theunknown person’s by applying the eigen faces and
dynamic programming technique. Thin Plate Splineneural networks.
(TPS) is an effective tool modeled by Booksteing@P0 Contour flexibility is a technique developed byu(X
for modeling coordinate transformation in severalet al., 2009) for shape matching in which the
computer vision applications. Cootest al. (1995) predominant problem is matching the shapes. Schwart
described a method for building models by learningand Felzen (2007); (Mokhtarian, 2003) describe w ne
patterns of variability from a training set of cectly  representation for 2D objects that captures shape
annotated images, which che used for image search information at multiple levels of resolution. A segnt-
in an iterative refinement algorithm that employlegl  based shape matching algorithm which avoids problem
Active Shape Models. Shape Features and Treassociated with global or local methods and perform
Classifiers were introduced by Amét al. (1997) and well on shape retrieval test. The drawbacks of the
described a very large family of binary featurestieo-  existing methods are that they do not return
dimensional shapes. The algorithm adapted to aeshagorrespondences, suffer from the need for human
family is fully automatic, once the trained sampiége  designed templates and are applied to 2D images and
provided. The standard method for constructing isee limited 3D images. Chagt al. (2009) presented to
not practical because the feature set is virtualipite. ~ reduce the effect of beard and moustache for facial
Simard et al. (1994) proposed a memory basedfeatures detection and introduced facial featuresed
character recognition using a transformation irvalri template matching as the classification method. The
metric. The method was tested on large handwrittepproposed algorithm gives better retrieval rate camap
character databases and MNIST. to existing methods.
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MATERIALSAND METHODS the operator that optimizes the product of sigmal t
: . , i noise ratio and localization.
Shape matching with angular distance: The object The image is denoted by I[ij]. The result from

can be treated as point set. The shape of an oisject convolving the image in Eq. 3 with the Gaussian

essentially captured by a finite subset of poiAtshape  gmoothing filter using separable filtering is amagrof
is represented by a discrete set of points sanfpted  ¢00thed data:

the internal or external contours of the objectn@ars
can be obtained as location of pixels as found by ag = i i i 3
edge detection. The shapes should be matched Wit%[l']] (1. 01 1] 3

similar shapes from the reference shapes. Matchinghore thes is the spread of the Gaussian and
with shapes is used to find the best matching pant qnirols the degree of smoothing. The gradient of

the test image from the reference image. The prEIDOS smoothed array S[i,j] can be computed using the 2+2
algorithm for matching with the shapes containsfirst-difference approximations to produce two
Preprocessing, Feature extraction, Fmdmgarrays_ P[i,jl and Q[i,j] in Eq. 4 and 5 for theaxd y
correspondence, Applying transformation, Similarity partial derivatives.
measures and Classifying images.

P[ii] = S(i,j+1]-S[ij]+ S[i+Lj+1]+ S[+Li)2  (4)
Preprocessing: The preprocessing method is
modlfylng th_e image for b(?St matchmg to the refiese Qli,jl = S((i,j]- S[i+1,j]+ S[ij+1]- S[i+1,j+1])/2 (5)
image. Noise cancellation is the one of the
preprocessing techniques. For noise cancellation a The steps are acquiring the image, smooth the
number of methods can be used like Median filterjmage with a Gaussian filter, compute the gradient
Mean filter, Gaussian filter, etc. The Gaussiatefihas ~Magnitude and the orientation by using finite défece
been used for noise cancellation. Gaussian fileesa ~approximations for the partial derivations, apply n
class of linear smoothing filters with the weighbsen ~Maxima suppression to the gradient magnitude aed us
according to the shape of the Gaussian functiore Ththe double threshold algorithm to detect and lidgess.

Gaussian smoothing filter is very good filteringr f0 rjning correspondence: Finding correspondence is
removing noise drawn from a normal distributioneTh i1 measure of dissimilarity between reference &nag
zero mean one dimension Gaussian function is iMEQ. anq test image (Belongiet al., 2002). The statistical
, method is used to find correspondence between the
9(x) = e;TX,z 1) reference image and the test image. For each paint
the first shape, find the best matching poinbg the

When the Gaussians is spread parameter sigrr%?cond s.hape. This i_sacorrespondence problertasimi
determines the width of the Gaussian. For imaqdC that in stereopsis. Consider the set of vectors

processing, the zero mean two dimension discret@M9inating from a point to all other sample points a
Gaussian f[mction is in Eq. 2: shape. This vector expresses the configuratiorhef t

entire shape relative to the reference point. Tags is
—(2+i7) represented by the n-1 vector, since n gets lattger
g(i,) =e (2) shape become the exact. By this context, the
distribution of pixel comes to known.
For a point pon the shape, compute the course of

Feature extraction: The image should be compared for hi f the relati di f th >
the unique features like number of pixel, widtmgth, istogram hof the relative coordinates of the remaining

edges and brightness of the image. The visiorl("'1 points. The Fig. 1 S.hOWS the §hape .Of an object
processing identifies the features in images that a example-apple). The bins are uniform in log-polar

relevant to estimate the structure and properties Ospace, making the descriptor more sensitive taipasi
) . X prop of nearby sample points than to those of pointthéar
objects in an image. Edges are one such feature. TI'(1;l

. .~ away. The structure of the bin with 5 radius and 12
edges can be used as the unique features of thi¢ iNPangles are shown in Fig. 2.

and 'Fhe referenge image for its simplicity and The cost matrix (§) formed in Eq. 6 for a point p
effective of matching. and gon the second shape by using the chi square test.

Canny edge detection: The canny edge detector is The chi square test for the poinapd gis given by.

used for the detection of the edges of the imadgee T

canny edge detector is the first derivative of ai$3&n

and closely approximates the operator that optimize
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Fig. 1: Sample edge of an object (apple)
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Fig. 2:Log polar histogram bin for computing shape
context

where, KKk) and R(k) denote the K-bin normalized
histogram at pand ¢ respectively. The cost matrix is
reduced by the bipartite graph matching using niediif
Shortest augmenting path method.

Bipartite graph matching with shortest augmenting
path algorithm: The given set of costs;®etween all
pairs of points pon the first shape angdan the second

shape, the cost of the matching should be minimize(f:ﬁzin:l(pl ~Gyg))

using Eq. 7.

H(m = Zic(ﬂ 1Oy ) (7)

Step 1: Initialization: In  this  algorithm the
initialization is primarily aimed at reaching a
high initial reduction of the costs matrix
Termination, if all rows are assigned
Augmentation, construct the auxiliary netwo
and determine from an unassigned row i to an

unassigned column j an alternating path of

Step 2:
Step 3:

minimal total reduced cost endues it to
augment the solution
Step 4. Adjust the dual solution to restore

complementary slackness. Go to step 2

Modeling transformation: Given a finite set of
correspondences between points on two shapesaone c
proceed to estimate a plane transformation ¥:-fR?
that may be used to map arbitrary points from one
shape to the other. Where in the specified
correspondences consisted of a small number of
landmark points and T extends the correspondermces t
arbitrary points.

The affine transformation from a pointé&x R? to
the point y€ R? in Eq. 8:
Y = Ax+c (8)
where, A is mxm, ¢ is mx1 and A is non singular. A
linear transformation is affine transformation of
equation but with ¢c=0. For some matrix A (mxm) and
translational offset vector ¢ (mx1) parameterizthg
set of all allowed transformations. The least sgsar
solution Y = (A, c) is obtained by using Eq. 9 dnyl

L 9)

A= Q+p (10)

where, P in Eq. 11 and Q contain the homogeneous

This cost matrix is minimized using the shortestcoordinates of p and g, respectively, i.e.,:

augmenting path algorithm andit can be found far th
shapes which do not have the equal number of points
the both the shape.

Solving the correspondence problem is an instanc
of squared assignment problem, which can be sdlyed
the Linear Assignment Problem (LAP). The first well
known method for LAP is Hungarian method, but the

linear assignment problem has solved by using the

1Py P
p=[: . i

. (11)
€ l pnl

pn2
Here @ denotes the pseudo inverse of Q.

Thin plate spline (Bookstein, 1989) is a natural

shortest augmenting path algorithm (Jonker andnterpolating function for two dimensions and plays

Volgenant, 1987). It has comparatively faster aivegy
better results for
algorithm contains the new initialization routinead
special implementation of Dijkstra’s shortest path
method. The steps for the augmenting algorithm:

similar role in the m=2 dimensions to the natunabic

correspondence problem. Thispline for interpolation in one dimension case. The

natural cubic spline in one dimension is unique
interpolate g(x) which minimizes the roughness figna
using Eq. 12:
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j(@)dx (12) apple-2.gif apple-1.gif

ax?

Subject to interpolation at the knots. For shape
analysis, consider the (2x1) landmark$H(1,.....,k) on
the first shape mapped exactly into theiy(1,...... K)
on the second shape in Eqg. 13 i.e., there are 2k TR 00 400 &0
interpolate constraints:

100 samples
e
)=o), r=1,2; j=1,... k (13) = o
Where: 400
600
a(b)=(@u(t) @t))" 200 400 600 200 400 600
Also written as: Fig. 3: Input and reference image with correspomdin
edge detected image with 100 samples
@(t) =c+AH+WS(1) 14  and:
It can be proved that the transformation Eq. 14 zi”:owi X, :Zi”:owiyi =0

minimizes the total bending energy of all possible
interpolating functions mapping from T to Y, whehe

total bending energy is given in Eq. 15: Together with the interpolation conditions;, (%)

= v, this yields a linear system is in Eq. 18 for THeS
coefficients:

K P)(w \Y
B a
where, K = U(||(x,y)-(x,ypI), the ith row of P is
(1,%,¥:), w and v are column vectors formed from w
and v, respectively and a is the column vector with
_ elements aa,a,.
b T (16) The proposed algorithm is an iterative based
2w U by =6yl D approach, the image is treated as point set argd thi

point set is matched using the synthetic matchirgp

where, the kernel function U(r) is defined by Uy  two sample images and the corresponding pointisets
log ¥ and U(0) = 0 as usual. Here the r is angulashown in Fig. 3. Correspondence is found for the tw
distance between the point set is given in Eq. 17: point set by using the shape descriptor, shapeegbnt
and Shortest Augmenting Path Algorithm. Figure 4
shows the corresponding points for the first shape
the second shape at first and fifth iteration. Feirt
with this correspondence, the aligning transform is
applied on the second shape with reference toitse f
shape, the transformed second shape and the
correspondence points with the first shape is shiown
the Fig. 5. The iteration continues until the best
matching occurs or maximum iteration reaches. i th

n _ algorithm, the maximum five iterations processed fo
DLW, =0 .

the best matching.
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(@) _-”RZ x| axay+ a%y xdy

I(@) =W'sW (15)

And has the form in Eq. 16:

_ X XY, XXy,
r_\/xzx 2+\/ 2y2 (17)
1 %Y1 X3%Y5,

where, (%, y1) and (%, y») are the coordinate points of
the warped image. In order fa@r(x, y) to have square
integral second derivatives, we require that:
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Fig. 5: Result of transformed model based on the
estimated in first (top) and fifth (bottom)
iteration

The proposed algorithm belongs to the category of
prototype-based recognition. The query image is
compared with all the images in database and ge®era
the matching error. With this matching error, thp 40
matches are identified.

RESULTSAND DISCUSSION

MPEG-7 database: The MPEG-7 shape silhouette
database core experiment CE-Shape-1 part-B, measure
performance of similarity-based retrieval. There @0
groups of objects in dataset and 20 images perpgrou
otally, the dataset contains the 1400 images. The
ull's eye test has done on the MPEG-7 data set to
compare the retrieval rate. In a bulls eye testheac
image from a data base is given as the query amat€o
the number of correct images on top 40 matches. The
task is repeated for the each shapes and number of
correct image is (maximum 20 correct per share)
counted for retrieval rate. Each image is represktby

the 100 sample points which are taken from the gann
edge detection. When computing thg’'sCfor the
bipartite matching in Eq. 19, we included a term
representing the dissimilarity of local tangent lasg
Specifically, we defined the matching cost as:

Cij = (1_B)QTC + Cfa" (19)
where C° is the shape context cost:

Ci" = 0.5((1~ cos)p -6, ), (20)

1872



J. Computer i, 7 (12): 1867-1874, 2011

S The proposed algorithm gives the maximum
o ieval rate compared with the existing algorighm
retrieval ral P g algorigh
sod @99 S [ The retrieval rate is 91.23%. The comparison of
e e T retrieval rate for various algorithms on MPEG datsh
normal h-Nipped v-flipped ) . . K
R | e N o is shown in Table 1. Since the proposed methodiyiel
200 200 .
& mg‘;‘ m§ better result compared to other methods, it may be
- e, e = extended for other similarity measures.
200 400 60O 200 400 800 200 400 60O
W o ' B CONCLUSION
400 200 400
006 = B This study gives the efficient method for shape

200 400 600 800 200 400 600 500

matching which performs the well on bullseye tesd a
produce better result on MPEG database. The prdpose
algorithm is simple, invariant to noise and givestér
error rate compare to the existing methods. The CPU
time has improved considerably while using the #mgu

h-fipped v-flipped

200 400 60O 200 400 600 200 400 600

— = = distance in aligning transformations with shortest
o ﬁ : w‘ augmenting path algorithm. It can also be extertded
1500 the handwritten characters, industrial objects,efac

500 1000 1500 500 1000 1500 500 1000 1500 . .
recognition and COIL data base. Further, the atlkyori

Fig. 6: Sample shapes of normal, horizontal and’viII extepd to recognize muI.tipIe objects ffo”.‘. the
vertical flipped images in mpeg-7 database Images simultaneously. It can improve the relipitif

the real time system. The algorithm can also bdiegbp

Tablel: Comparison of retrieval rates for MPEG-Talase for the video image and aerial images to identifg t
Algorithm Score (%)  object. The proposed method can be developed for
Shape context (Belongi al., 2002) 76.51 different applications like military areas, investtion
Generative model (Xet al., 2009) 80.03 d dind ial .
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