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Abstract: Problem statement: To accept the inputs as spoken word utterancesedttiey various
speakers, recognize the corresponding spoken wamndsinitiate action pertaining to that word.
Approach: A novel Linear-Polynomial (LP) Kernel function wased to construct support vector
machines to classify the spoken word utterances Jupport vector machines were constructed
using various kernel functions. The use of well Wnoone-versus-one approach considered with
voting algorithm. Results: The empirical results compared by implementing aasi kernel
functions such as linear kernel function, polyndnkarnel function and LP kernel functions to
construct different SVMsConclusion: The generalization performances based on the Orseise
One approach for speech recognition were comparddtie novel LP kernel function. The SVMs
using LP kernel function classifies the spoken rattees very efficiently as compared to other
kernel functions. The performance of the novel legPnlel function was outstanding as compared to
other kernel functions.
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INTRODUCTION The Support Vector Machine (SVM) (Clarkson and
Moreno, 1999; Scholkopf and Smola, 2002) is engkrge
From last several years, the speech recognitioas a new machine learning technique for pattern
research playing a leading role in more number otlassification. The SVMs are based on the
applications. Many new techniques emergeddiscriminative approach which discriminates the
including Modified Fuzzy-Hyper sphere Neural patterns by finding the global minima. The SVM uses
Networks (MFHNN), Neural Networks (Doyet al., Structural Risk Minimization (SRM) principle to
2002; Solaimani, 2009), Hidden Markov Models construct linear and nonlinear classifiers with Wi&p
(Ping et al., 2009), Bayesian Networks (Mansoeti Chervonenkis (VC) dimension (Vapnik, 1998;
al., 2011) and Dynamic Time Warping decade toCristianini and John, 2000). The VC dimension oolstr
decade to increase the performance of the speedhe capacity of the learning machine. The linead an
recognition systems but Hidden Markov Model nonlinear approaches are used to construct the SVMs
(HMM) (Rabiner and Juang, 1993; Dogeal., 2002) In linear methods inner products called dot proslace
is among the most successful state of art toolelyid considered for generating the optimal separating
used but still speech recognition systems are fahyperplane for classifying the two classes wherénas
away to achieve high-performance as well asnon linear approach dot products are replaced by
accuracy. The HMM are originally a generative kernel functions (Burges, 1998; Scholkopf and
models because the decisions are based on tH#gmola, 2002) to construct the optimal separating
likelihood estimation of the currently evaluated hyperplane.
pattern. Thus, HMM requires additionally In this study we propose to use novel kernel
discriminative approaches to discriminate the sheecfunction called the Linear-Polynomial (LP) (Cristiai
samples. The limitation of HMM, is the loss of and John, 2000) kernel including the descriptionuab
performance due to the mismatch between traininghe construction of linear support vector machind a
and testing conditions. the construction of nonlinear support vector chiae
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along with description of the novel LP kernel fuoot 50
The description of the classification approach also
described and lastly, explained the detailed “f
experimental results obtained by comparison witkidba 30}
kernel function. 0

MATERIALSAND METHODS 9 . : . o _
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The Hidden Markov models are most successful _ _ _
techniques for modeling a speech by determining th&ig. 1: Optimal separating hyperplane for seapagati

speech sound representation. The Classification two classes linearly
problems are treated as complex problems. In _ o _
classification problem, the main task is to classife In the structural risk minimization, the optimal

problem directly by estimating the decision surface function not only depends on the loss functions for

Many researchers have proved that, the Supportovect calculating the expected risk but also dependst®n i

Machines (SVM) are the most efficient and popularstructure. Here, the risk is determining through VC

generalized linear classifiers used for datadimension which measures the capacity of a learning

classification. The Support Vector Machines are thehachine by computing the upper bound.

machine learning techniques developed by Vapnik in ~ The SRM principle is implemented by constructing

1960’s can perform static classification tasks. Thethe SVMs. The linear classifier in separable cdme t

SVMs are applied successfully for solving patterntwo datasets can be perfectly mapped. The sepagratin

recognition problems due to its discriminative matu hyperplane is called linear hyperplane separates th

The SVMs are also called hyperplane classifiergiven datasets by maximizing the margin. The SVMs

because it constructs optimal separating hyperplane are constructed by constructing the binary classes.

discriminate between two classes. The learning=onsider binary classification problems by assuming

machines are constructed by nonlinearly mappinmfro the training data, given below:

input vector space to a high dimensional vectorcspa

called feature space. The SVMs are not designed t&xl'yl)‘(xzvyz)"“‘(x"y') (1

handle temporal structure of data. The SVMs hag Vel ore:

good generalization ability that improves the syste _ .

robustness of speech recognition tasks in nois3)/(l = The input patterns

environment. The SVMs key property is to minimizey, = Outputs labeled by +1 ard

the empirical classification error and maximize the

geometric margin simultaneously. Hence it is also  The goal is to find the linear decision functigr)f

known as maximum margin classifier. and the separating hyperplane H, where H: x.w +( =
and f(x) = sgn(x.w+h) Where bthe distance of the

Construction of linear support vector machines; The  hyperplane from the origin is also referred as liad

learning machines can construct optimal predictor” iS the normal to the decision region also refemsd
weights. The value of H is calculated using quadrat

through a set of functions. Risk minimization means . h Ei h h imal
minimizing the functional from a given training dat progrartr)mlnrg]:] applroac t I:]c!ggr(tehlc;s ows tbe ‘L%“”?a
that is minimizing the optimal parameterization.eTh EZ?v?;ae:lngt’heyfvsépgggseos I'Ir]he rﬁargicr:llsg;ntheousvanis
Empirical Risk Minimization (ERM) (Vapnik, 1998; defined as the distance from the separating hyaeepl

Daniels ?nd Ejgra, 2003) IS atL. kind of r';‘k minintiza hi to the closest two classes. The margin is equal|ja||
commonly used as optimization procedure in machin equalities. Here, distance between the dottesklis

learning. The optimization process depends onde | gjjeq margin and the data points appeared on the
functions because prior joint probability distrilaut is  §qited lines are called support vectors.

not known. The risk can be determined as a meam et The optimal hyperplane is obtained by applying

computed from the fixed number of training datardle scaling on the parameters w and b because scaling
the risk is defined as measures of quality of aseho ayoids variance among the data values. The existenc
function. ERM is computationally simpler than of optimality is guaranteed by the Karush-Kuhn-Terck
attempting to minimize the actual risk but due tmn (KKT) (Vapnik, 1998) theorem. The main feature lod t
measuring capacity the machine, if the complexitg 0 optimal hyperplane is to maximize the margin while
machine increases then a machine over fits the data minimizing the empirical risk. For separating theot
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realistic datasets linear classifier in non separahse Where:
considers the slack variable to find the misclasastion  k,(x,.x;) = (x, .x,)
errors.

A linear kernel function

k,(x,.x,) = (x.x +1f = A polynomial kernel function

Construction of Nonlinear support vector machines , , i
(Sonkamble and Doye, 2008): The non-linear The construction of the optimal hyperplane is of
classifiers can handle the decision boundarieshin t the form:

complex nonlinear data very efficiently. The use of

kernel functions is essential to construct optimal s

hyperplanes of non-linear classifiefBhe kernels are fx. ool _z:l“a‘cy‘(x"x) b (2)
positive-definite functions to map data into high

dimensional spaces which increases the computhtiona Here, b-indicates threshold as a constant ay) (x
power of linear machines. The key advantages of théndicates inner product of two input vectors ashasl
kernels are firstly, it incorporates prior knowledgf  ¢-indicates number of data pairs. The maximum-margin
the problem by defining a similarity measure betwee separating hyperplane called optimal hyperplanecvhi
two data points. Secondly, kernel function find® th reduces the generalization errors. The objective
the input space and thirdly, the number of openatio

required is not necessarily proportional to the ham ' 14

of featuresThere are various kinds of kernel functions P(®) :Z“i _EZ‘ YiY;6:0; (%) ®3)
used commonly for speech classification. The kernel = H

functions should satisfy the mercer’'s condition abhi )

shows the symmetry property. The mapping is aclulieveSuCh that:
through a replacement of the inner product: |
a 20and20(i01i =0,i= 0,1,..., 4)
X X —» ®(%).P(x) i=

where,o; are the Lagrange multipliers which define the
The functional form of the mappinb(x), does not  weights of the model as;w o; ;..

need to be known since it is implicitly defined the The construction of decision functions are depends
choice of kernel: on generating the inner product in a feature spdtdeh
are nonlinear in their input space as given below:
K(X;%;) = (%) D(X) )
f(x,a)=sign( > ya’k(x x)+b (5)
Each choice of kernel will define a different typie sup portvectors

feature space and the resulting classifiers witfquen . . - . .
differently on test data, though good generalizatfor and are equivalent to linear decision functionghe
an SVM with RBF kernels the resulting architectige f€ature space, (x).....z (x),..

an RBF network (Cortes and Vapnik, 1995; Mahi and . o

Izabatene, 2011). However, the method for detemgini | **®) _SIQn(suppgvecmWi 2.%,($)7 (x)*+ b (6)

the number of nodes and their centers is quitedifft

from standard RBF networks with the number of nodes  The kernel function can be represented as, kxfx
equal to the number of support vectors and theecent
of the RBF nodes identified with the support vestor
themselves.

which generates the inner product for the featpees.
The commonly used kernel functions are.

The Linear Kernel function is represented by the
Formation of New kernels: There are different kernel inner product given by the equation:
functions commonly used for classification. In thase
we are proposing two novel kernel functions by
combining the linear kernel function with polynomia

k(x,.x,) = (% X,) (7)

kernel function called Linear-Polynomial (LP) Kefne The polynomial kernel has more number of
(Kurtz, 1991; Tan and Wang, 2004) function which hyperparameters than the RBF kernel which influences
formalized as follows: the complexity of model selection. The Polynomial

Kernel function is generated for finding the inner
K(xix)) = k(%) + K (6% product given by the equation:
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K(x;.x;) = (%% +1) (8) approaches for discrimination of classes. The iflass
required according this approach is equal to k(R-1)
Here, d is the polynomial degree which is a positiv classifiers. Where k = 10, that is 45 classifiers a
integer. constructed. The One-versus-One classification
The LP kernel function can be represented a@pproach is also called pair-wise classificatioprapch
combined kernel functions of linear and polynomialWhere only pair-wise data points can be considéved

kernels which is formulated as below: discriminate between the two classes. The mainfeat
is that, it reduces the generalization error rate b
k(%)) =k, (%) + K, (6 % )= reducing the number of support vectors hence igifas
| (9) than the One-versus-All approach. A voting scheme
K(xix;) = (6 ) + (% % +1)) algorithm used with fixed weights to cast one viste

The decision function can be constructed in thefavOr the class. This algorlthr_'n fprce to c_hoose agno
form of: one class. These votes are distributed uniformlthab

' we can classify the correct classes of the speigolals
f(x,a)=sign( > yok(x x)+b (10) by considering the highest score. The One-versus-On

sup portvectors approach requires more memory space as well as

The Radial Basis Function (RBF) kernel requires more time for training.
nonlinearly maps input samples into a higher
dimensional space, which can handle the relation RESULTSAND DISCUSSION
between class labels and attributes is nonlineae T
RBF kernel is not efficient when the number of feas The database was collected from 5 Indians. The
is very large as compared to other kernel functidihi®  database was collected for 10 digits uttered bijriiés.
Radial Basis Function kernel can represent as: The speech features are extracted and obtained LPC
Coefficients. The speech signals were sampled at 8
KHz divided into a sequence of data blocks, eackkbl
spanning 20ms and separated by 10 ms. The speech
features are extracted and obtained LPC Coeffigient
The decision discriminative decision function is and these LPCC were used as a data points foinmain

e ]
k(x;.x;) = exp¢ = ) (11

determined by the following equation: the SVM. The number speech samples used for tgainin
were 50 from each digit and rests of the sample® we
D(x) = iyiyjaia'k(xi X)+b= le w k(X x) (12)  used as testing data for speech signal classtitatve
=) =1 have constructed various SVMs using linear kernel

_ . - function, Polynomial kernel function and the propads
This gives a decision about the classes tq_ . .

L P kernel function. When LP kernel function used to
discriminate among them. . : N

construct nonlinear support vector machines, itegiv

Classification approach: The speech recognition very good performance as compared to linear kernel
problem is a multiclass classification problem vehas  function as well as polynomial kernel function. The
SVMs are efficiently solve binary classification observation is that, it maximizes the margin witia#
problem. There are two approaches to solve muiticla fraction value increased by 0.01 to 0.001 as coewar
problem by using SVM. First, One-versus-Oneto the margin obtained by polynomial kernel functio
(Ganapathirajet al., 2000) classification approach also Hence, the LP kernel reduces generalization error
called pair wise classification by simply constauédr  grastically so it discriminates the data points yver
each pair of classes a classifier which separieset accurately as compared to polynomial kernel fumctio

classes and second, One-versus-All classificatioq- -
PN ! able 1 shows the training performance of the
approach (Osuret al., 1997; Chin, 1999) by constructing polynomial kernel function for calculating the sopp

for each class a classifier which separates thasdrom . L
the reminder of data. All data with the exceptidrone vector while the training performance of the LPriedr
function is shown in Table 2. The compared training

row is used to train the learning algorithm. ) )
performance graph is also shown Fig. 2. The LPdlern
One-versus-One classification approach: One-versus- also finds better number of support vectors as eveth
One is one of the most commonly used successfub polynomial kernel function.
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Table 1: Generalization performance for one-vemns-classifier  classification experiment conducted shows more
using polynomial kernel function for training data accurate results as compared to polynomial kernel
37 ‘;8 577 677 777 877 996 077 function by discriminating the decision boundaries
y ' ' y y ' ' ~ between two speech data points. We considered more

58 77 58 58 38 58 58 : .
- s8 77 96 77 77 7.7 o9 accurate approach as a One-versus-One to achieve
77 38 58 58 58 7.7 better performance as compared to One-versus-All

777 96 96 7.7 approach. In future work, the LP kernel functioms c
- >8 79-;3 7777 97}; be compared with RBF kernel functions.
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Fig. 2: The comparative training performance graph

The existing kernel functions such as linear and
polynomial kernel functions are implemented in
addition to the implementation of LP kernel funatio
for the construction of support vector machines.
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