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Abstract: Problem statement: Extraction of features in object class recognitiesearches previously
gives attention to local features as discriminafaagures. This is because local features haveianta
properties that are robust to viewpoints, transtatand rotation. However this feature still has a
limitation to represent high-level representatiérobjects. The problem will occur if the objectt@
small and do not have strong local featurdpproach: This study proposes the combination of
different features with local features for improyiperformance of object class recognition. The
objective of this study is to address the probldrmuwlding object class representation based osethe
different features. The different features are sedrfrom boundary-based shape features. The dataset
used consists of segmented objects with unrestrigieses and sizes from publicly image
database. Both types of features are combined usatyre fusion approach by concatenating
those features in a new single feature vector. Tikig feature vector is trained by Support Vector
Machine (SVM) to predict of unknown object clag®esult/Conclusion: Experimental result
show the inclusion of more than one type of featuygelds improvements of object class
recognition compared to using single feature.
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INTRODUCTION efforts in related research attempt to map an objec
within an image to a suitable class, which is also

An image can be easily understood by human bufeferred to as a “concept”.
everyone has different views in describing an image . Earlier researchers introduce local features to
Fig. 1, human may describe the image based on tH@entify objects with different variability inetms
scenery or surrounding, such as ‘city’ or “outdoor’©f Poses and sizes. Local features refer to
image. This image may also be recognized based dgatures that are e)_<tracted based on interest point
objects contained in the image such as “car” arebty.  detected on the object generated by region datect
Those objects are identified based on their featsveh
as shapes and colors. In computer vision resetrete
are various features introduced by researchersppost
an object recognition system that is able to captur
similar concepts as understood by humans.

Features of objects in an image can be extracted
through their shapes, colors and sizes. In additios
objects can be seen in different range of views, fo
example front view, side view or rear view. To tela
these visual features into a higher level of cotcsp
representation that is closer to human understgndin
is sufficient to identify the category or classatfject,
known as Object Class Recognition. To achieve this,
the semantic gap between the simplicity of visual
features and the richness of user semantics nedas t Fig. 1: Sample of dataset from Graz02
reduced (Hareet al., 2006). At this juncture, much http://www.emt.tugraz.at/~pinz/data/GRAZ_02/
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Interest points capture information from its neigte
and invariant under scales, translation and rotatio
What makes local features appealing is their gbibt
represent the variability of object classes of etiéht
scales, orientation, sizes or poses. OpeHl. (2006a)
use many local features such as Scale Invariant

Transform Features (SIFT), subsampled gray values;ig. 2: Several car poses
basic intensity moments and moment invariants pgtin
to the boosting classifier in recognizing objecssles.
The author concludes that the classification
performance of combinatory local features yieldhleig
accuracy as compared to solely using the SIFT featu

This study proposes the boundary-based shape
features that describe the entire contour of objtadts
to be combined with local features. Comparing it
color and the texture, the shape is described #fter
. p . w objects in the image have been segmented. Moreover,
However, many object classes such as “cups”, “I80rse o ‘shape features are capable to represent the ent
or “cows” are better described by shape‘z‘ feff\,ture_s 3bject, hence can be interpreted by human visiamdG
compared to local features. For example, “cup” disje ecognition accuracy requires an effective shape
have limited local features, for example fixed €ab0  featyres that are as similar as possible to the
shade. This will make it d|ff|Cl_JIt to d|scr|m|nai_asmong interpretation of human perceptual (Yagtgl., 2008).
the classes and in turn result in poor recognitésults.  The advantages of these features are that theyean
Furthermore, local features focus on the locakobustly extracted from the image. They are indamsi
information of objects without considering other to surface features such as texture, color and also
properties such as shape. This causes a problethefor invariant to lighting conditions. Furthermore, thleape
computer to recognize objects that have limiteglain  of objects may be easily encoded.
local features (Mansur and Kuno, 2007). Shape featu However, the object's shape extracted by
are often used as a replacement of, or complengent boundary-based features may lead a problem of
local features in several works, such as in (Ogiedl.,  ambiguity in recognition process. This is becauseaf
2006b; Yuet al., 2007; Shottort al., 2008). Due to the natural image, single pose of the object is insigfit in
richness of information, shape is an important pért identifying the actual objects. Hence, this studyl w
the semantic content of images and it should be theonsider numerous poses of objects in resolving the
main feature in recognizing object classes (Yeang., ambiguity problem. Then, the local features is used
2008). Several researchers concentrate on locgleshadiscriminate the object that cannot be distinguishe
information such as shape context and area. Othersing shape features since it is ability to resdive
shape features are based on contour fragmentst¢8hot problem of detecting objects in various poses, escal
et al., 2008), which represent the partial shape ofand rotations.
objects. However, the contour fragment cannot To predict the class of unlabelled objects based o
guarantee the actual shape of the object. In adgitt ~ Visual features, feature fusion approach is usedtufe
may be affected by high resolution noise and smalfusion is a method of combining multiple featurasai
details may disappear in low resolution noise. new single feature vector (Oliveira and Nunes, 2008
Minority applications concentrate on full contour Sunet al., 2009; Ali, 2007). This is a simple approach
of the object's shape such as in face recognittnef ~ Where the features are mapped into one featurespac
al., 2003) and medical image retrieval (Arun andSupport Vector Machine (SVM) classifier is used to
Menon, 2009; Jeong and Radke, 2007; Schaetfaf., train th_ls new feature vect(_)r dL_Je to_|ts ability to
2009), where such objects have roughly restrictege generallze and to support high-dimensional and non-
poses. Nevertheless, natural images can consist dpéar data for classification.
pbjects with differen; poses. For example, Figh@ves MATERIALSAND METHODS
images of car class in different poses such as freet

and side poses. Although, they have different poses  feature fusion is a straightforward method théit wi
these images can be categorized into similar classgrm the input to the classifier. At present, resbars
However, the representation of shape for an objecire facing difficulties in determining the combiioat of
changes once the poses of the object changes. TRethods that could produce optimal results (Kluelas
overcome this limitation, several papers take theyl., 2008; Dimitrovskiet al., 2011). In our study, the
advantageous from local features in combining withfeatures are sourced from two different types of
shape features to contribute to the improvement ofeatures, which are boundary-based shape featngks a
object class recognition (Mansur and Kuno, 2007¢I0p local features. The former type of feature is based
et al., 2006b; Zhangt al., 2005). the outline of segmented objects while the latter a
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based on the interior information of objects. TheThese shape descriptors are normalized in order to
motivation in this study is to demonstrate thatmake them independent from translation, rotatiod an
combination of different features is able to pragluc scale. Higher frequency descriptors will generate
better recognition performance as compared to usindetailed shape of an object, whereas lower frequenc
single type of feature. The feature fusion framdwor descriptors will create rough shape from the ogbin
proposed by our study is illustrated in Fig. 3. lEac object. In shape description, the Fourier transform
feature is computed separately and is represerged theory may be applied in many different ways. Iis th
feature vector. All feature vectors of boundarydshs study, the boundary (outline) of the object is tedaas
shape features and local features are then comtaten a layer in a complex plane (Zahn and Roskies, 1972)
into a single vector. The vector can be definedhas with row and column co-ordinates of each point loa t
following Eq. 1: boundary, B(k) = [x(k), y(kK)], k = 0,1,....,K-1 careb

expressed as a complex number as denoted by Eq. 2:
O, =[FD,,FD, ,FD; ,...., FD 1

O, =[EFD, ,EFD, ,EFD ,...., EFD ] b(k) = x(k) + jy(k) (2)
O, =[MI,MI,MI,....MI] Q) where, j is the sqrt(-1). The boundary point stattsin
O,[SIFT, ,SIFT, ,SIFT ,...., SIFT ] arbitrary point, (%, Y,) and are traced around the

boundary in counterclockwise direction at a corstan
speed. The result is a sequence of coordinatesatbat
Mly,...s MIG, SIFT, . SIFT ] represented by complex numbers. Figure 4 shows an
example of object boundary. Dealing with discrete
where, Qis a object class, FD, EFD, Ml represents théimages, the Discrete Fourier Transform (DFT) is
boundary-based shape features and SIFT represents tapplied. The DFT of b(k) is defined as Eq. 3:
local features. OQcorresponds to a new feature vector

that resulted from concatenation of all featuretoes; e Jamuk
FD, EFD, Ml and SIFT. DFT(u)=3_,_ b(ke (3)

Feature extraction: Feature extraction is divided into where u = 0, 1, 2,...,.K-1. The complex coefficient
two types of features; boundary-based shape featuréFT(u) are called Fourier Descriptors of the bougda
and local features. The boundary-based shape ésaturthat gives the shape of an object.

used in this study are Fourier Descriptors (FD),

oc =[FD,,...,FQ ,EFD ,...,EFP

Elliptical FD (EFD) and Moment Invariants (M) are
extracted from a segmented dataset. For local riestu

Scale Invarif_:mt Feature Transform (SIFT) is adaped Binary segmented Graystall
cooperate with the shape features. object segmented object
Boundary-based shape features; This boundary-based l v ¢ l
shape features are based on silhouettes of the

segmented objects. The primary factors that arentak FD EFD M SIFT
into consideration include invariance under tratisha

rotation, reflection and scaling (Gonzaletzal., 2004). Global shage features Local features
These features are employed due to its accurate in Fealire sxaction

shape representation and can be easily normalized '

(Zzhang and Lu, 2004). Previously, FD and EFD

h 4

features have not been used in the object class
- . . Featura

recognition research. FD and EFD are widely used in Fusion (OC)
medical image processing (Arun and Menon, 2009; _
Jeong and Radke, 2007; Schaederl., 2009; Reig- F"-"""-”"f"“d
Bolanoet al., 2010).

) Classifier
FD: FD values are produced by the Fourier

transformation of a given image that represents the J,
shape of the object in frequency domain (Gonzatez

al., 2004). Based on frequency analysis, the Fourier
coefficients can be used to describe shape of ftiob Fig. 3: The feature fusion approach framework
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Fig. 4: Boundary points extracted for car object

ing 1

dx; =sign(6- vy )dsign(z v )
dy; =sign(4- vy )sign(v )

The following equations present the projection of
each y, on X and Y-axis, respectively Eq. 7:

(7)

For all elements athe chain, p, the projection on

P P
X, =iZ:1:dxi A :; dy,

X and Y-axis will be Eq. 8:

(8)

EFD is calculated from the sum of elliptical

harmonics. In identifying the closed contour pairs

(C)

Chain code:
077060644442322

(b)

and N harmonics are considered. Kuhl and Giardina
(1982) use four Fourier coefficients, &, ¢, and ¢ in
each harmonic. Equation 9 presents these four
coefficients. These harmonics and their correspandi
coefficients are used to produce coordinates tafihe
ellipses that fit within the object’s outline topresent
the object’s shape.

Fig. 5: (a) Shape extracted based on contour; (b)
Differential chain code sequence at starting
point generated from (a) using 8-connected

T
The inverse of Fourier transform of these coeffitse b, = 2P ZiﬂdT

will restore b(k) where k = 0, 1, 2,...,K-1 as shoinn
Eq. 4:

1 Kt 2muk
b(k) :EZ DFT(u)e ¥ 4)
u=0
The inverse Fourier Descriptors is computed by

specifying number the descriptors in order to abtai
closed spatial curve.

_ T 3 dx, _co g 2mt, |
eS| T T
e ox | 2t 2ty
sin=—* - sin=—%
T T
T dy [ 2t 2mt, | ®)
— k i =
c, = ¢ 2l cos=—* - cos——L
s |
T o dy[ . 2w . 2mg,
= « =21 sin - sin——2
rr g T

Moment Invariants (MI): MI are shape features that
have been succesfully used in pattern recognition

o _ _ research such as in aircraft recognition (Sarf2806),
EFD: Similar to FD, EFD is applied to the closed object class recognition (Yuan and Hui, 2008), face
contour of object based on the boundary informationrecognition (Nabatchiaet al., 2008) and handwriting

The closed contour is defined with differential ioheode,
represented as a point coordinate of closed carfmure
5 illustrates the example contour of a binary imagh its
chain code generated from this image.

Based on Fig. 5, the length jdof element (y of
the chain code is given by Eq. 5:

J2-
2

dt =1+ { J - 1) (5)

Therefore, for the whole number of element in a
contour, the length is Eq. 6:

=t ©6)
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recognition (Ramteke and Mehrotra, 2008).
features can be extracted from the boundary aedidnt
region of an object. In this research, Ml values ar
extracted from the segmented objects based on
boundary points based on Hu (1962) who proposenseve
expressions to be calculated from normalized dentra
moments that are invariant to object scales, @tiosk

and rotations. Hence, MI features used in thisareseis
able to represent different geometrical featureinput
objects. Ml may also be applied for disjoint shafies
cannot be supported by FD (Chen, 2004).

This

Local features: In object class recognition, each object
will have a unique representation. However, this is



J. Computer <ci., 8 (8)

difficult because the same object may be intergrete
using many poses. One of the disadvantages congerni
the chosen shape feature is the silhouette infoaomat
which may be insufficient and ambiguous. Similar
silhouettes are often corresponds to different abje
from different viewpoints. To overcome this, thedst
also considers using local features,
combined with boundary-based shape features. FT
the best local features to recognize various object
different views and scales, including blurry images
well as images with changes in lighting and traitsta
(Mikolajczyk and Schmid, 2005; Lowe, 1999).

SIFT feature extraction employs the bag of

keypoints approach (Csurla al., 2004) that is based
on vector quantization of the SIFT features exg&dct
from the object. The difference-of-Gaussian is egupl
to identify the interest points of an object. The

SIFT to be

1 1321-1328, 2012
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Fig. 6: Error rates for different number of FDs foke,
car and people class

Table 1: ROC rates of feature fusion compared ¢adisults of single
feature using Graz02 (Opettal., 2006a) dataset

dimension of object’s local features is based oa th

number of interest points generated by the regiortiass

detector, which is usually 128-dimensional extrdcte
from multiple interest points of the object patches

Global shape features Local Feature
feature fusion
FD EFD M SIFT FF
Bike 0.873 0.889 0.853 0.564 0.954
al 0.970 0.860 0.651 0.401 0.971
People 0.966 0.943 0.833 0.665 0.983

Once a multi-dimensional feature set has beenartia
from an object, a clustering algorithm is performed
generate the visual vocabulary. In order to coustau
bag of keypoints as the feature vector, the nunaber
patches assigned to each cluster is calculatedtrand
learning algorithm is applied to train this featwestor.

Following previous research (Opett al., 2006a), the
SIFT features are clustered usiKgMeans algorithm
with K = 100. The new feature vector as mentiorred i
Eqg. 1, OC represents a single feature space wi#h to
175-dimension and is then trained using the SVM
binary classifier in order to model each class. For

The category of test data can be determined based Qecognition, all features are extracted from testiata

the model designed.

RESULTS

and the trained model is used to predict the fatgéct
class. The Radial Basis Function (RBF) kernel is
applied with gammay and cost, C parameters acquired
using 10-cross validation approach. The size afitrg

The goal of this study is to investigate whether adata and testing data is adopted from Optltal.

fusion of different types of features in a singbatire
vector improves the performance in recognizing cbje
classes. Comparison of the proposed work is caaigd
against the recognition results from a single featkor
the purpose of this experiment, the Graz02 datsset

(2006a). For SVM training, 150 positive samples and
150 negative samples are used. The total of testing
sample is 150, where 75 are positive sample arar@5
negative samples. The negative samples considteof t
remaining two concepts.

All experiments in this study are evaluated using

used because the objects included in the dataset aReceiver-Operating-Characteristic curve (ROC) for

more realistic and are not limited by changes afego
size, lighting, translation or illumination.

presenting results in recognition as shown in Tdble
This evaluation method can be a good measurement fo

Empirically, 40 descriptors of FD and 28 EFDs arerecognition performance since it takes into accdbat

used in this study. This number accurately dessribe
shape of objects. Figure 6 presents the error reies)
SVM classifier for each object class for different

number of FDs. The error rate improves slightly

between 30 and 40 number of FDs. However, the err
rate was increased to 0.02% in recognition erramgus
more than 40 FDs. Therefore in this study, we dtzdé
40 FDs present optimal descriptors for each olgjless
in terms of accuracy.

difference between errors on positive and negative
examples (Rakotomamonjy, 2004). The combination of
shape-based features with local features (FF) yield

improvement of classifications performance as opgos
to using single feature only. From this result, thea

%usion (FF) exceeds the ROC rates in all classes.

Combination of boundary-based shape features and
SIFT features has further increased the perform#orce
bike class by 8.1% and car class by 0.1%, wheteas t
performance of the people class about 1.7%.
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63 However, from our observation, the object classes i

Bike —— Car —&— People Graz02 (Opeltet al.,, 2006a) dataset do not have
0.7 much information on their local features, hencésit
0.6 not able to increase the recognition performance
s 03 even thougltSIFT local features are robust to scales,
E viewpoints and illumination. Also, we also observed
2 0.4 that shape features have high influence on thd fina
= 0.3 decision in feature fusion approach even when local
0.2 features of objects are limited.
O'; CONCLUSION
Q & » & %\d‘ This study proposed a combination of boundary-
’ » based shape features and local features usingrdeatu
& fusion technique with a binary SVM classifier. The
& experimental results osn this challenging dataSetvs

Featupes that the performance of feature fusion improved the

_ . ~ classification accuracy as compared to using single
Fig. 7: Error rate of single features and comborati feature. However, some drawbacks noted in this

features using feature fusion approach approach include the high-dimensional feature wvecto
and contradictory information when there are tomyna
Table 2: Comparison of ROC equal rates with othenke different features combined. From this method,sit i
° H;ggéy and Denzler %%%ﬁaj- hard to identify which features are exactly reldvan
: urs (2008) (2006a) impactful to the resulting accuracy since all feasuare
Bike 0.954 0.747 0.778 di ‘ hi
Car 0971 0813 0.705 represented in one feature space. To overcome this
People  0.983 0.813 0.812 weakness and to reduce the computational timeheurt

research will explore the use of decision fusiorihods
On contrary, boundary-based shape features aloria aggregating different types of features.
averaged up to 85% of objects are correctly clizskif

However, for local feature, the performances orebik ACKNOWLEDGEMENT
and car classifiers were not promising, which isyon
56.4% and 40.1% correct classification, respectiviel This study has been supported by the funds from

Fig. 7, we present the error rates using SVM diassi  Universiti Putra Malaysia’s Research University @ra
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