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Abstract: The ever-increasing amount of information on the Web is 

organized in structured, semi-structured and unstructured data. Text 

classification systems, capable of handling such different structures, may 

facilitate the work of important tasks such as indexation and information 

retrieval in search engines. The objective of this research is to develop a 

method for the classification of documents into multiple categories with 

fuzzy logic. This method was built from a process of pattern recognition 

and, also, two variables called similarity and accuracy were used. The 

proposed fuzzy classification method uses variables that express the ability 

to analyze the similarity and accuracy of a document through a database of 

terms. The database of terms is generated by a collection of pre-classified 

documents in categories of interest. The documents processed according to 

the similarity and accuracy in the database of terms composes a training set 

also called knowledge base. From this database, it is possible to identify a 

pattern that specifies a set of rules through a knowledge discovery process. 

This process involves the data mining of the knowledge base. Thus, it was 

possible to define a general model that is used in the creation of rules and 

membership functions of the fuzzy model for the classification of documents 

into multiple categories. The general model of the rules identified in the data 

mining process and implemented in fuzzy model considers the most 

significant variables and also contributes to the specification of the 

membership functions, such as the definition of linguistic terms of fuzzy sets. 

Thus, it was possible to implement a more deterministic approach regarding 

the input, membership functions and inference rules of the fuzzy model. The 

results of the proposed method for classification of documents are relevant 

because they have a satisfactory accuracy rate. 
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Introduction 

The volume of information available is increasing 

significantly over the years, which means that people 

have more access to knowledge from any electronic 

device over the Internet. Thus, automatic categorization 

systems play an important role in the text classification 

process, by assisting in information retrieval processes. 

According to Yang and Pedersen (1997) the process of 

retrieving documents in properly classified databases is 

more efficient and the search scope is reduced even if a 

large volume of information is available. 

Li et al. (2011) further state that the goal of text 

classification is to label textual documents with thematic 

classes from a predefined set. Also according to these 

authors, many different methods have been applied to 

text classification tasks including the K-Nearest 

Neighbor (KNN) approach (Bang et al., 2006; Tan, 

2006), Naïve Bayesian approaches (Baker and McCallum, 

1998; Lewis, 1998; Yang and Liu, 1999), support vector 

machine (Dumais and Chen, 2000) and decision trees 

(Lewis and Ringuette, 1994; Quinlan, 1993). 

However, most machine learning algorithms were 

designed for single-label classification in which a 

document can only belong to one category (Jiang et al., 

2012). In multi-label text classification, a document can 

belong to more than one category. Therefore, the focus of 
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this research is on multi-label text classification associated 

with fuzzy models. 

The goal of this research is to analyze a multi-label 

text classification process, which generated a fuzzy 

model. In the research (Peters and Koster, 2003) was 

used a new criterion for Term Selection, which is based 

on the uncertainty in Term Frequency across categories. 

This proposal involved constructing a database of 

terms organized by category, where classification 

algorithms were applied to generate Decision Trees (DT) 

from several text classification tests. With these DT, it 

was possible to generate a lined up fuzzy model capable 

of displaying the relevance degrees of the analyzed text 

for each category. 

Thus, a database was built for each category using 

unstructured text extracted from the Web, mostly online 

magazines and newspapers. This database was organized 

into four categories involving Education, Technology, 

Sports and Economy. In this research, the most frequent 

terms in each category were considered. 

This article is organized as follows: Initially, the 

construction of the base of terms from different sources 

will be presented, with an estimate of approximately 

3000 words have been used for each category. In 

sequence, the methodology of the classification process 

was detailed as well as its variables and indicators. 

Following, the classification process and their results 

using Decision Tree algorithms (DT) are presented. The 

fuzzy model built from the classification process is 

presented next and finally, considerations and further 

analysis on fuzzy modeling are suggested. 

General Organization Model 

The proposed model will allow a collection of 

documents from the OM to be classified according to 

categories of interest to the organization. For this, a 

method of document classification that considers 

multiple categories is applied. 

To perform the implementation of this organizational 

model, we developed a method of document 

classification. This method considers the high 

dimensionality involved in the classification of 

documents, i.e., as a document contains lots of 

information that can be represented in several classes, it 

is categorized in multiple categories. Figure 1 shows the 

steps of the development of the document organization 

model based on this method. 

Also at this stage the variables are defined and the 

data to a knowledge base is generated with these 

variables. This database is built to allow the 

knowledge discovery process find associations 

between variables in order to design rules for the 

fuzzy modeling. 

So part of these activities involve a process of 

Knowledge Discovery in Databases (KDD), 

specifically in a learning set divided into training and 

testing. The processing on this training set is done by 

ranking algorithms. The evaluation of the model 

generated in this phase is done by calculating the 

accuracy and error. Both accuracy and error of the 

model consider the results of the matches between the 

real class and the expected class. 

The proposed method considers a process of 

Knowledge Discovery (KDD) on the rules that are 

implemented in a fuzzy modeling. The use of fuzzy 

logic deals with overlapping categories in a document 

handling the vagueness of the input variables. The 

structure of the document organization model is 

shown in Fig. 2. 

The application of the model is made from a pre-

processed document, whose similarity and confidence 

are calculated according to the definition of a database 

of terms. These two variables are the inputs of the 

fuzzy modeling. Thus, a collection of documents of an 

organization can be categorized by assigning its 

relevance to each category identified as of interest to 

the organization. 

 

 

 
Fig. 1. Model development 
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Fig. 2. Model application 
 

Building the Term Database 

After selecting a collection of documents belonging 

to the same category, the stage of text preparation 

commenced. This step involves certain techniques that 

facilitate the process of selecting textual features. The 

proposal in order to build the database (DB) was to 

identify all words that best express the characteristics of 

a given category. This DB is constructed based on the 

most common terms in all documents of the same 

category. In this case, the document database should be 

large enough to cover most terms that define the 

category. From that DB it is possible to define if any text 

belongs to a category in the DB. 

Pre-processing is a very important stage in the text 

classification, including several steps to transform the 

set of documents, in natural language, into a list of 

useful terms and in a format which is compatible for 

knowledge extraction. In this study, a tool called 

RapidMiner (2016) was used to perform both pre-

processing and DT generation. 

Document processing firstly involved the “Extract 

Content” operator, which extracts the textual content of 

an HTML document and yields extracted text blocks 

from the document. Later, the “tokenize” operator divides 

the text of a document in a sequence of tokens. Further, 

the “Transform Cases” operator transforms all characters 

of a document in lowercase or uppercase. Finally, the 

“Filter Stop words (Dictionary)” operator removes all the 

words that belong to a list of stop-words, which is loaded 

from a file on the operator itself. The stop-words list 

contains words that are not relevant to counting the most 

common terms in the text document; therefore, the list 

contains grammatical words that do not affect the 

definition of the category of the text. Figure 3 shows a part 

of the DB constructed from document processing. 

In Fig. 3 it is observed that, for every text document, 

all terms in respect to their total occurrence in the text 

(total occurences) and which document the term was 

extracted from (document occurences) were analyzed. 

At this stage of the text document processing, studies 

and checks have been conducted to identify the best way 

to implement this process. It was considered a case-

comparison study utilizing both serial and parallel 

paradigms in the text processing (Wilges et al., 2014). In 

the results, it was observed the higher efficiency of 

serialized processing. This is because the text files used in 

processing did not have a size on the order of petabytes. 
In this research it is clear that being able to define 

whether a text belongs to a category is not enough. It is 

important to know the accuracy of the analysis during 

the decision making process. Hence, a fuzzy model that 

could consider the membership degree of a text 

document to a particular category was developed. 

Therefore, all terms of each category from the DB were 

ordered and normalized to the highest and lowest 

frequency for each category. Thus, an index called 

relevance degree ( )j

i

c

w
RD  was obtained for each word. 

The relevance degree ( )j

i

c

w
RD  of each word (w) must be 

calculated for all categories (c), which are composed by 

many text documents. Thus, the weight of the terms in 

(DB) for each category, known as the relevance degree 

of the term ( )j

i

c

w
RD , is calculated as follows: 

 

( )

( )( )
i jj

i

z j

w ,cc

w

w ,c

f
RD

max f




= 



  (1) 

 
Where: 

j

i

c

wRD
 = Relevance degree of the term wi in the 

category cj 

( )i jw ,c
f

 = Term frequency wi in the category cj 

( )( )
z jw ,c

max f
 = Highest frequency represented by the 

term wz in the category cj 
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Fig. 3. DB with terms of a category 

 

For each of the analyzed categories in the document 

organization model, the database should store keys to 

identify the document, to identify the category, the 

representation of the term, the frequency of the term in 

the category and the relevance degree in the category. 

The purpose of the terms database is to identify all 

the words that best express the characteristics of a given 

category. This database is built according to of the most 

common terms between the various documents of the 

same category. Thus, Definition of variables if a 

particular category has at least 100 thousand words, the 

designed database should have a minimum sample size 

of 380 words per category, considering a sampling error 

margin of 5% with a 95% confidence level. 

Definition of Variables 

Many studies related to Information Retrieval (IR) 

work with models of document indexing, document 

representation and similarity measures from retrieved 

documents. In this research, the concepts of similarity 

and accuracy were used. That is, similarity c

PT
S  between 

the parties involved: The Parsed Text (PT) and the texts 

from the (DB). In turn, accuracy C

PT
A  measured the 

reliability of results presented by similarity. 

The Parsed Text (PT) went through the same text 

document preparation process presented previously: 

Extraction, cleanup, stop-words removal and character 

case transformation. From the frequency of terms in 

iwPT , multiplication by the relevance degree of the term 

in each category from 
iwDB  was performed. Equation 2 

expresses the relationship between the terms of (PT) and 

the terms of (DB), where 
iPTwf is frequency and 

i

c

wRD is 

the relevance degree of the term for a specific category 

of the DB. The
i

c

PTwV stores the frequency values of PT in 

relation to their relevance degree for each category in 

DB. For each evaluated word in the analyzed text the 

respective 
i

c

wRD has been observed: 

 

i i i

c c

PTw PTw wV = f * RD   (2) 

 

where, 
i

c

PTwV represents a value for each word calculated 

as a function of frequency
iPTwf and the relevance degree 

i

c

wRD f the word. From the 
i

c

PTwV of each word the average 

of 
i

c

PTwV from the analyzed text has been extracted: 

 

1 PT

i

nw
c c

PT PTw
i=1PT

AV V
nw

= Σ   (3) 

 

Also, the average has been extracted from all 

relevance degrees ( )
i

c

wRD  of each word of a given 

category from the database: 

 

1 c

i

nw
c c

DB w
i=1c

ARD = RD
nw
Σ   (4) 

 

The similarity c

PT
S of the Parsed Text (PT) regarding 

to the DB Texts is calculated according to the average 

values ( )c

PAV T  of PT, calculated by Equation 3. 

The c

PT
AV is divided by the Average Degree ( )c

DBARD  of 

terms for each category of the DB. Thus, c

PT
S  is obtained 

through Equation 5: 
 

c
c PT
PT c

DB

AV
S =

ARD
  (5) 

 
Confidence is the number of terms of the analyzed text 

(PT) corresponding to the database (DB) for each category. 

Thus the calculation is represented by Equation 6: 
 

( )
1

c c
C DB DB PT
PT

PT

nw nw
A

nw

∩−
= −   (6) 

 
Where: 

c

DB
nw  = Total terms for each category of DB 

c

DB PT
nw ∩  = Total terms which are common between the 

DB and the analyzed text (PT) 

nwPT = Total terms from the analyzed text (PT) 

 

Classifying Training Documents 

A set of test documents, within the categories specified 

in the terms database, is selected to build a knowledge base 

on the results of the calculation of similarity variables and 

accuracy. Thus, the whole set of initial test documents 
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passes through the preprocessing step, just as the documents 

that generated the database of terms. After this step, the 

vector representing the test document is processed and 

values of similarity and accuracy for each category 

under consideration are obtained. Furthermore, the 

prior index of the category in each test document is 

considered, i.e., the category from which the document 

has been extracted, is initially identified. 

Therefore, each analyzed text has the similarity ( )c

PTS  

and accuracy ( )C

PTA taken regarding to all categories from 

the DB. Table 1 presents the results of this process of 

extraction from c

PT
S and C

PT
A conducted on two texts. The 

attribute “belongs” used in the table corresponds to the 

actual text classification based on their category. For 

example, Text 1 belongs to the category “Economy”, 

thus similarity and accuracy were evaluated and assigned 

to each of the four categories stored in the database, 

according to the aforementioned equations. 

In all results, the Similarity equation pointed exactly 

which category the text belonged to, without error. 

Accuracy, as shown by the results, has supported 

Similarity when it was not the highest value, being at 

least the second highest resulting value. These results 

were carried for the classification of 352 texts and were 

considered satisfactory to design a fuzzy model. To 

construct the fuzzy model all results of similarity and 

accuracy were used from the analyzed texts, according to 

the data presented in Table 1. 

Data Classification Process 

From the results shown in Table 1, there was a process 
of classification for the 352 texts. The process of data 
classification uses Decision Tree (DT) algorithms and 
aims to provide a more deterministic approach to the 
construction of the fuzzy model. The DT is built 
considering the concept of entropy, which measures the 
information level of an attribute. The smaller the entropy 
value, the lower the uncertainty and the most useful the 
attribute is for classification. Figure 4 shows the tree 
generated under the tested dataset by applying the ID3 
classification algorithm (Quinlan, 1986) in the 
RapidMiner tool. On this DT the values of the results from 
accuracy and similarity were normalized to percentages. 

Figure 4 shows the first analysis of the mining 
process, with lowest entropy in the similarity attribute 
already categorized. The results of variables similarity 
and accuracy were clustered into three groups: High, 
medium and low. Due to this construction, the linguistic 
variables include high, medium and low for both the 
similarity and accuracy attributes. That is two thresholds 
were established for each variable (similarity and 
accuracy). Thus, the limits that classify the results into 
high, medium and low were obtained. In Fig. 5 we 
present the results of the processing from the second DT 
algorithm, C4.5 (Quinlan, 1993), to build the tree. 

 
 
Fig. 4. Result of the ID3 process 

 

 
 
Fig. 5. Result of the C4.5 algorithm 

 
Table 1. Results of text analysis 

  Similarity Accuracy Belong 

Text Category (S) (A) (B) 

2 Economy 1 1 yes 

2 Education 0,04 0,09 no 

2 Technology 0 0 no 

2 Sport 0,1 0,09 no 

3 Economy 1 1 yes 

3 Education 0,08 0,8 no 

3 Technology 0 0 no 

3 Sport 0,34 0,85 no 

 
The proposal of classifying data was performed to 

adjust, in the best possible way, the membership functions 

and this was only possible through the DT in Fig. 5. A 

fuzzy model was generated according to this tree. It is 

observed that, in this tree, when the Similarity is High 

(SH) and the Accuracy is High (AH) the text Belongs 

(BY) to a category with, at least, 85% of certainty. In 

cases where the Similarity is High (SH) and the Accuracy 

is Medium (AM) the text belongs (BY) with about 50% of 

certainty to the category and considering the medium 

(SM) and low (SL) similarities, the text does not belong 

(BN) to the category with certainty close to 100%. Thus, 

the membership functions and fuzzy model rules have 

been adjusted to meet this purpose. 
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Table 2. Performance evaluation matrix of the DT model 

  Real class 

  ---------------------- 

Correspondence matrix  Yes No 

Expected class Yes 26 6 

 No 8 88 

 

The model verification was conducted with a set of 

32 test documents (Fig. 5). This model is represented by 

the DT that was generated by processing the training set. 

The results presented by the matrix in Table 2 evaluate 

the performance of the DT model. 

The accuracy and the error of this model consider the 

results of the matches between the real class and the 

expected class observed in Table 2 and followed the 

definitions of the functions as presented in the 

methodology of this study. Thus, the calculation of the 

accuracy from the model resulted in 89%. This result 

was considered adequate for the implementation of the 

rules in the fuzzy model based on the DT in Fig. 5. 

Building the Fuzzy Model 

The proposal of the fuzzy model for text 

classification in multiple categories is relevant because it 

can handle the imprecision of knowledge coming from 

gaps and blanks present in the dataset. Moreover, fuzzy 

logic is able to summarize the results of a classification 

considering two inputs (similarity and accuracy) into an 

output with level of relevance. 
In this study, MATLAB (2016) was used to build and 

simulate the Fuzzy Model. The MATLAB platform is 
optimized for solving engineering and scientific problems, 
moreover it has a Fuzzy Logic Toolbox that provides 
functions, apps and a Simulink block for analyzing, 
designing and simulating systems based on fuzzy logic. 

The fuzzy modeling is composed of a fuzzification 

process, a knowledge base and a defuzzification process. 

The knowledge base is represented by the rules, inference 

engines and aggregation functions. The structure of the 

described fuzzy modeling is shown in Fig. 6. 

The fuzzy model was built based on the results of the 

DT that allowed the creation of a more precise approach 

for both the input variables as in the rule base. From that, 

the fuzzy model was able to treat the uncertainty in the 

classification process of texts. 

The input function called similarity was developed with 

the linguistic variables high, medium and low and the input 

function accuracy was built with only the high and medium 

linguistic variables as presented in the classification process 

of the DT. The output function called belong was developed 

with the linguistic variables yes, maybe and no. All 

membership functions have been implemented with 

Gaussian distribution functions, which have a simple curve. 

In particular gaussmf function was used, which has a bell 

curve with maximum of 1 and minimum at 0. Figure 7 

shows the overview of the fuzzy model. 

 
 
Fig. 6. The structure of the fuzzy modeling 
 

 

 
 
Fig. 7. Fuzzy modeling in text classification 
 

The controller of the inference engine used was 
Mamdani, implemented with the minimum operator and the 
defuzzification method was the smallest of maximum. 

According to Wang (1997), defuzzification is the 
reverse procedure of fuzzification. In this phase, we 
design a mapping from a fuzzy set to a crisp value. There 
are several defuzzifiers, such as Center of Gravity 
(Centroid), Center Average, Smallest of Maxima (SoM), 
Mean of Maxima (MoM) and Largest of Maxima (LoM). 
In this study we have used the Smallest of Maxima 
(SoM) as the defuzzification method. 

Acording (Yaguinuma et al., 2013), when using 
fuzzy DL with concept definitions, the defuzzification 
queries available are SoM, MoM, LoM, which consider 
the extremes of maximum degree. Depending on the 
situation, they may lose information compared with 
other defuzzification methods that are based on the shape 
of the fuzzy set. In the experiments of this study the 
results with the SoM method were more accurate. 
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The Smallest of Maxima (SoM) represents the 

choice of smallest point of the universe with the 

highest degree of relevance. We calculate the So 

Musing the following equation: 
 

max,min( ),  ( )SoM i A ix such that xµ ϕ ϕ= =
 

 

where, ϕA is the membership function of set A. 

Four inference rules that cover all linguistic variables 

were defined, each rule consists of the operator and 

associated with the method minimum. The aggregation 

of the rules is made by the method maximum. Figure 8 

presents the rule base. 

The rules shown in Fig. 8 were built according to the 

definitions presented in the C4.5 decision tree algorithm 

(Fig. 5). Thus, the membership functions of the fuzzy 

model were adjusted so that the output could correspond 

to the values presented by the DT, according to Fig. 9. 
 

 
 
Fig. 8. Fuzzy modeling rules in text classification 
 

 
 
Fig. 9. Fuzzy model rules adjusted by the decision tree 

 

 
 
Fig. 10. Results after applying the first and second rules in 

the fuzzy model 

The results in fuzzy model are relevant because they 

show the activation of the membership function in at 

least two points for each of the input functions. Figure 

10 provides the fuzzy categorization when the similarity 

is high and accuracy is high, showing similar results to 

that of the DT. Also, when the similarity input is high 

and accuracy is medium. 

Results 

It is known that there is, usually, a predominant 

category when performing the classification process 

of the document. Yet, there are other relevant values 

associated with the document for each of the 

categories considered in the domain. These values 

vary in a range of [0,1]. 

The results of the model, through the fuzzy classifier, 

with their respective inputs for accuracy and similarity to 

each category are shown in Table 3. These results show 

the synthesis of the defuzzified output from the fuzzy 

modeling for each entry. 

The overall assessment was performed in relation to 

the allocation of the defuzzified output value for the 

category in the original document indexing. In some 

cases, it is clear that even if the similarity is relatively 

high, if the accuracy does not have a significant value to 

the category, the result of fuzzy output is also not 

favorable. The fuzzy model prioritizes the combination 

of the values of both of the most significant indicators 

(similarity and accuracy) in the result set. 

Table 4 shows the summary of the overall 

performance, considering a set of 97 documents in relation 

to the prior indexing of the document to a particular 

category and the fuzzy output generated by the model. 

According to Table 4 the hit rate was about 78%, 

that is, from the 97 documents of the training set, 75 

had the defuzzified output value corresponding to the 

original indexing. 

 
Table 3. Results of text analysis with fuzzy output 

  Similarity Accuracy Belong Fuzzy 

Text Category (S) (A) (B) out 

2 Economy 1 1 yes 0,877 

2 Education 0,04 0,09 no 0,121 

2 Technology 0 0 no 0,265 

2 Sport 0,1 0,09 no 0,123 

3 Economy 1 1 yes 0,877 

3 Education 0,08 0,8 no 0,467 

3 Technology 0 0 no 0,117 

3 Sport 0,34 0,85 no 0,490 

 
Table 4. General results 

Indexed category Score 

Yes 76 

No 21 

Total 97 
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Conclusion 

In this research, a database of terms with four different 

categories of texts was constructed. Each term was 

normalized within their category in order to evaluate their 

degree of importance within it. A multi-label text 

classification process was built based on two concepts, 

similarity and accuracy. In the preliminary results, the 

model has worked consistently as expected while keeping 

correspondence between the text and its category. 

The most experiments in text classification have been 

made from statistical techniques. Considering the 

advantages of text classification, the ideal would be that 

more experiments should be designed to treat other 

languages, while taking into account the peculiarities of 

each, especially regarding the semantic analysis of texts. 

According to (Manning et al., 2008) the statistical text 

classification require a number of good example 

documents for each class. Furthermore, the need for 

manual classification isn't eliminated because the training 

documents come from a person who has labeled them. 

In order to increase the effectiveness of the presented 

results by the statistical analysis of this research, a way 

to implement a fuzzy model was studied, enabling it to 

inform the relevance degree of the text to each category. 

Decision tree algorithms were used to build a fuzzy 

model that could match the settings of results in a 

database. This approach has served its purpose, because 

the constructed model represents closely the results 

achieved with the analysis. Moreover, it was possible to 

generate output indicating the relevance in which the 

analyzed text belonged to a given category. Text 

classification problems are well represented when 

solutions involve fuzzy models, since classification meets 

the required expectations and also indicate what is the. 
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