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Abstract: Datasets may have large number of features which makes it hard 

and time consuming to classify. Additionally, they may have irrelevant and 

noise features too with missing values. The missing values should be 

treated in a proper way so that the classifier accuracy can be improved. 

There is also a need to reduce features and select only the features 

necessary to the classifier. Principal Component Analysis (PCA) is 

commonly considered for this process of reducing the number of features in 

a dataset. These reduced components can be applied as input to the classifiers. 

In this study, standard datasets are checked for missing values, classified using 

Support vector Machines (SVM) and Naive Bayes with and without reducing 

the features using PCA. Then, the proposed algorithm for missing value 

imputation is used on the datasets and the same analysis were carried out. The 

accuracy is evaluated using Confusion Matrix. The results are discussed with 

analysis based on the nature of features and missing values and how different 

datasets behave when used with machine learning algorithms. 
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Introduction 

Databases have implicit information which are very 
important and are not explicitly known to everyone. Data 
mining techniques are used to extract this information by 
considering all records of the database. Each and every 
record of database has a lot of attributes to aid extracting 
any needed information from the database. However, the 
humongous volume of data base made the mining 
process very difficult and slow. When extracting one 
special information from the database, the task might be 
made difficult by the existence of other irrelevant 
attributes. Sometimes, some of the attributes act 
adversely and the obtained information may not be 
accurate. As these attributes might be important when 
obtaining some other specific information, they cannot 
be removed permanently from the database. Hence, it is 
important to consider only the relevant attributes and 
remove other attributes. This is called as ‘feature 
selection’. Sometimes a new feature might be formed 
from the available multi-features, called ‘feature 
extraction’. These methods have twofold advantage. 
First one is that the obtained information will be more 
accurate. The second advantage is the enhancement 
achieved in the processing speeds as only a subset of 
attributes are considered for extraction.  

As mentioned above, this obtained information might 
be inaccurate and the obtained process will be made 

complex if the feature size is not reduced. But it is a very 
difficult task to consider all features to identify the 
relevant ones. Raymer et al. (2000) considered the task 
of choosing mainly relevant attributes. Qu et al. (2005) 
analyzed the correlation of features to minimize the 
dimension. Janecek et al. (2008) investigated the 
relationship between feature selection and classification 
accuracy. Intuitively it can be accepted that the accuracy 
will be reduced when wrong features are selected 
and/or relevant features are not selected by the feature 
selection algorithm. Burges and Christopher (2010) 
presented a guided tour in machine learning approach 
to reduce the dimensionality of records. PCA (Jolliffe, 
1986; Sehgal et al., 2014) is one of the most accepted 
techniques for dimensionality reduction. 

Spearman correlation method is used in improved 
imputation method to find the missing values and the 
performance of classification is given in RoC curve for 
the methods SVM, NB and KNN Elenita et al. (2019), 
Ghorbani and Desmarais (2017; Schmitt et al., 2015). 
Data set with missing values influence the algorithm by 
weaken it and reduce the accuracy (Sim et al. (2015; 
Kanchana and Thanamani, 2016). For classification 
problems, Naive Bayes classifier and SVM (Cristianini 
and Shawe-Taylor, 2000) are used in widespread. To 
improve the accuracy for SVM classifiers, Deisy et al. 
(2010) proposed a novel feature selection algorithm 
based on information theory. 
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Data mining techniques are classified into supervised 

and unsupervised learning. Unsupervised learning 

techniques include clustering which is used for 

applications like image processing. But here we concern 

with only the supervised learning which uses the class 

attribute and therefore called classification models. 

Support Vector Machine has attracted much attention 

recently and has been successfully used in various 

applications Cortes and Vapnik (1995; Kao et al., 2013; 

Muthu Rama Krishnan et al., 2010; Xie and Wang, 

2011; Burbidge et al., 2001). As SVM produces accurate 

classification for both linear and non-linear relationships, 

it is preferred over other classifiers. 
Another simplest learning algorithm is Naive Bayes. 

It is based on the assumption of conditional 
independence. Though this conditional independence 
assumption is hardly ever seen in the real world, Naive 
Bayes classifier is classifying satisfactorily. This is 
because of the conditional independence assumption 
holds good if the dependences are distributed evenly 
among classes and/or if the total dependences may be 
ignored as they may cancel out each other.  

The details of existing algorithms SVM, NB and the 

proposed algorithm are given in Materials and method 

section. The meta data about data set is also provided. The 

result and discussion section depicts the performance of the 

algorithm through comparative tables and graphs.  

Materials and Methods 

Process I of Fig. 1 depicts that if the data contains 

missing values, then the proposed treatment algorithm 

updates the dataset and given as input to the classifier for 

training (70% of data) and the model is created and 

tested by 30% of test dataset. The same process is 

employed after applying PCA (II). The classified results 

are compared and analysed.  

The data sets used for the proposed process (see 

references for links) is given in Table 1. Among 10 sets, 

last 5(in bold letters) have missing values and the 

features are both numerical and categorical. 

Missing Values Treatment Algorithm 

The missing values are considered as the mean of the 

attribute column for numerical data base. 

The missing values of a record are replaced by the 

attribute values of the least distance record from it. The 

algorithm is divided into 4 phases, 

Phase 1: The vector which has missing values for an 

attribute and the records which have categorical 

attributes are considered as a set. Mathematically in the 

set for a record i, when R(i, k) = ? then R(j, k) ≠ ? at least 

for one value of k of the remaining records.  

Phase 2: The Euclidean distances from the original 

vector to all other vectors are calculated using the 

following formula: 

      
2

1; ,
( , )

, ( , , )
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where, R(i,k) is the kth attribute value of ith record.  

Sinilarly, R(j, k) is the kth attribute value of jth record. 

Missing value is mentioned as NA.  

Phase 3: Find the least distance record ‘j’ from ‘i’ 

using the above equation and replace the missing value 

of R(i, k) by the available value of R(j, k). 

Phase 4: Repeat Phase 1 to Phase 3 until all missing 

values of all records are replaced. 

The following pseudo code explains the steps to 

replace the missing values in categorical databases 

Given: The Database has N Records with M 

Attributes 
 

while (the database contains missing values)  

 i=0;            //First record 

 while (i<N)     //Repeat till last record 

   if (no missing value in the record) 

     continue with next ‘i’ value 

   else 

     j=0         // the record to be compared 

    while (j< N) 

               // Compare Rec[i] others  

      if ( i==j)  

         continue with the next ‘j’ value 

      else  

     //Compare the two records attribute wise 

    // kth attribute is compared. 

        if ( Rec[i,k]==NA &  Rec[j,k]==NA)) 

 continue with the next ‘j’ value 

   else if (attribute is numerical) 

          Euclidean distance (Rec[i] and Rec[j]); 

          Find the record ‘j’ which has the  

          least Euclidian distance from record ‘i’; 

 Replace the missing attributes of record  

‘i’ with the corresponding attributes of 

record ‘j’; 

        else if (attribute is categorical) 

          Cosine distance (Rec[i] and Rec[j]); 

          Find the record ‘j’ which has the  

          least distance from record ‘i’; 

 Replace the missing attributes of record  

 ‘i’ with the corresponding attributes  

 of record ‘j’; 

 

Principal Component Analysis 

Principal Components Analysis (PCA) uses a set of 

linearly uncorrelated variables as principal components. To 

reduce the features, PCA converts a set of correlated 

variables in to a set of principal components. In this way, 

PCA reduces the number of features and selects or creates 

features which are vital for classification.  



Muralidharan, D. et al. / Journal of Computer Science 2020, 16 (2): 211.216 

DOI: 10.3844/jcssp.2020.211.216 

 

213 

 
 

Fig. 1: Process flow of the proposed process 

 

Table 1: Data set (without missing values) description  

Name  Size  Numerical Categorical Class 

Frog-Species 7196 23 3 3 

Ionosphere 351 34 0 2 

Biodeg 1055 41 0 2 

Sonar 208 60 0 2 

Flight_delay 2202 7 6 2 

Data set (with missing values) description 

Credit 690 6 9 2 

BreastCancer Wisconsin 699 0 9 2 

Statlog 270 5 8 2 

Autistic Spectrum 104 3 18 2 

BreastCancer 286 3 6 2 

 

This mapping is done with the assumption of high variance 

gives high information. Eigen value decomposition on the 

centred Kernel matrix Kc is used to do Principal Component 

Analysis in the kernel space (Pearson, 1901): 
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When, the variance in kth principal direction of the 

kernel space is 2

k the Eigen values of Kc,k = N2
k 

Support Vector Machine 

Support Vector Machine (SVM) comes under 

supervised learning algorithms, is naturally used for 

classifying problems (Vapnik, 1995). SVM does not only 

linear but also non-linear classifications accurately. It does 

classification in two major steps. First, the inner product of 

the data points in kernel, the feature space, is obtained. A 

hyper plane learning algorithm is applied in the feature 

space as the second step. The hyper plane consists of 

theoretically infinite number of planes to split the data sets 

for classification. Mathematically, SVM constructs linearly 

separating hyper planes in high dimensional vector spaces. 

Data points are indicated by a pair of tuples (feature values, 

classification). When such hyper planes provide maximal 

distance to the nearest data points, optimal classification 

will be occurred in training. This is obvious when the 

distance between nearest data points are less, no ambiguity 

occurs during classification.  

Naive Bayes 

One of the most efficient and effective classification 

algorithms is Naive Bayes. It works based on the 

conditional probability theorem given by Bayes and got its 

name. The classification is made simple in Naive Bayes 

classifier when the features are independent for the given 

class variable. The classifier uses the following formula: 

 

1
( ) ( | ) ( )

N

i j i ij
f X P x c P c


  

 

where, X = (x1, x2,..., xN) denotes a feature vector and cj, j 

= 1,2,...,N, denote possible class labels. Although 

independence is generally poor assumption NB generally 

competes well with more sophisticated classifiers. To 

avoid fi(X) becomes zero when P(x) is zero, Laplace 

Estimator is used instead of Naive Bayes. 

Data 

Missing 

Data 

Treatment 

PCA 

Training Set Model Test 
Classified 

Results 

Comparative 

Analysis 

1. SVM; 2.NB 
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Results and Discussion 

The missing values treatment, PCA influence and 

performance of classifiers are discussed in this section. 

Table 2 depicts the accuracy results of the data sets with 

missing values. Initially the records with missing values 

are removed and given to the classifiers. Then the 

proposed missing value treatment algorithm is applied to 

the datasets and the missing values are updated. Because 

of the removal process, the data set size is reduced and so 

the classifiers have lack of training set which in turn leads to 

reduced accuracy. Whereas, the proposed missing values 

treatment process fills the records with perfect values and 

the accuracy is increased for both classifiers.  

The analysis of accuracy reveals that based on the 

nature of the features, PCA can be applied (Fig. 2 and 3) 

Since every data set is different from each other as there 

are several feature processing, selection methods and 

threshold values. This study applies the popular PCA to 

convert the features into components. To get the number of 

components, the threshold is set as t = (Min(component 

value) + Max(Component value))/2; The component above 

this threshold values are the inputs to the classifiers. But 

there is no general rule that application of PCA will 

increase the classification performance. Especially when the 

future values are categorical the application of PCA 

converts the values into components (numerical) and the 

algorithm is unable to learn from the components.  

 

 
 

Fig. 2: PCA influence in SVM 

 

 
 

Fig. 3: PCA influence in NB 

Accuracy Comparison for NB: with & without PCA 
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Table 2: Accuracy comparison between removal of missing values and treatment of missing values 
 Removal of rows with Treatment of missing Removal of rows with Treatment of  

Dataset missing values + SVM values + SVM missing values + NB missing values + NB 

Credit 68.20% 74.00% 71.80% 75.40% 

BreastCancer Wisconsin 92.30% 97.74% 93.60% 97.30% 

Statlog 79.43% 85.40% 81.98% 84.85% 

Autistic Spectrum 93.2% 99.7% 94.6% 100% 

BreastCancer 76.7% 81% 67.4% 73% 
 
Table 3: F1 Measure comparison: With and without PCA 

Dataset SVM SVM-PCA Naïve Bayes Naïve Bayes-PCA 

Frog-Species 99.53% 99.52% 98.13% 97.42% 

Ionosphere 84.37% 85.76% 95.54% 92.43% 

Biodeg 86.84% 85.60% 71.06% 90.67% 

Sonar 66.47% 69.54% 88.69% 88.76% 

Flight_delay 87.32% 99.76% 92.58% 99.84% 

Credit 73.67% 72.56% 75.06% 73.60% 

BreastCancer 

Wisconsin 97.44% 91.25% 97.05% 95.03% 

Statlog 85.28% 74.16% 84.69% 82.32% 

Autistic Spectrum 98.2% 96.56% 99.8% 99.1% 

BreastCancer 80.1% 78.4% 71.9% 68.7% 

 

This is obvious for the data sets Frog, Credit, Breast cancer 

Wisconsin, Statlog, Autistic Spectrum and Breast cancer. 

Whereas, the classifiers for Biodeg, Sonar and Flight_delay 

datasets in their PCA components format learn better and 

provided improved accuracy. But Ionosphere data is cannot 

be inferred in these cases. Though all the features of 

Ionosphere data are numerical values, most of them are 

negative values. So the classifiers unable learn from 

components and accuracy is reduced after PCA process. 

The weighted average of (Table 3) precision and recall 

measures also supports the discussion given based on 

accuracy results of classifiers compared with and without 

API); Fig. 3 says about the distribution. 

Conclusion 

Infering from the graphs and the table we can see that 

the accuracy may decrease or increase if we use PCA 

before Naive Bayes and SVM after treating with the 

proposed method. Accuracy of naive bayes predominetly 

decreases while used with PCA. PCA combines the 

features and create a new set of features to classify. 

Probabilty of class features get affected while combining 

features.Since Naive Bayes uses probability clssification 

due to that PCA with Naive Bayes may not be 

efficient.So accuracy of Naive Bayes decreases when 

used with PCA. However accuracy of SVM may 

increases with PCA because both SVM uses vectors to 

classify and combining features may make it easier to 

use vectors for classification. 
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