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Abstract: This paper explains the use of data mining and fuzzy logic in 

optimizing decision making for employee recruitment, especially in IT 

Consultant company. This method addresses the company's need to recruit 

employees with more objective and accurate by utilizing historical data to 

find patterns of potential employees for the company. First, classification 

will be carried out using data mining to determine the predictor attributes of 

potential employees. These predictor attributes will then be used to arrange 

fuzzy rule base and fuzzy logic structure which will be used to prioritize 

employees to be accepted. The results obtained will prioritize employees 

who are recruited objectively scientifically. 
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Introduction  

Quality workforce in a company is a very important 

asset to support the company's business goals, both large 

and small companies (Morgan, 2019). Even, the decision to 

choose the right employee can predict the success of a job 

in the future (Guion et al., 2016). Decent employees are an 

important material in building the success of a company's 

organization, while unworthy employees will only create 

many obstacles and spend a lot of resources such as time, 

energy and money (Khorami and Ehsani, 2015).  

An employee selection process will determine the 

accuracy in choosing qualified employees (Chien and Chen, 

2008). The selection process depends on an assessment that 

distinguishes between prospective employees from one 

another and predicts the performance of prospective 

employees in the future (Serhadlıoğlu et al., 2009). 

Assessment of employees begins by looking at the predictor 

attributes attached to employees and compliance with 

company-determined criteria. The predictor attribute is used 

to assess the suitability of prospective employees with a 

position or criteria determined by the company, while the 

criteria are used to predict the performance of prospective 

employees (Guion et al., 2016).  

Several studies have applied various methods that can 

automatically assess prospective employees based on the 

attributes of existing predictors. Some of them use AHP, 

TOPSIS, fuzzy logic and data mining classification. In 

this research, researcher combine data mining and fuzzy 

logic. Data mining classifications can be using to 

produce attributes that affect a target. Here, we can separate 

the class of employees expressed as potential and less 

potential as targets. Furthermore, researchers can create 

scenarios that have weight to be able to sort the potential of 

employees by using the fuzzy logic method.  

The contribution of this research is divided into 2, 

namely towards practitioners and towards research. With 

practitioners, practitioners more easily determine the 

prospective employees to be accepted and prospective 

employees get job positions that fit the practitioners' 

needs so that they do not waste time due to mismatch 

positions. For the research/science domain, a model that 

combines data mining and fuzzy logic is a solution to the 

gap found in previous studies, namely regarding the 

selection of attributes according to practical needs with 

data mining classification methods and more accurate 

weighting criteria with fuzzy logic. 

Fundamentals 

This section will explain the case study and theoretical 

basis for the methods used to resolve the cases. 

Personal Selection 

Personnel selection plays an important role for 

controlling the human source and quality in HRM. 

Effective employee selection is a critical component of a 

successful organization. Personnel selection is the 

process of collecting and evaluating information about 

individuals and choosing those who match the 
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qualifications needed to perform a predefined job in the 

best way (Mammadova and Jabrayilova, 2014). 

Nowadays, organizations face increasingly global 

competition. Therefore, many academic researchers 

believe that the personnel selection is a strategic decision 

because it will impact organizational performance such as 

customer satisfaction, innovation, quality, profitability and 

company competitiveness (Khorami and Ehsani, 2015). 

Mammadova and Jabrayilova (2014) reviewed the 

personnel selection studies and found that the several 

main factors including change in organizations, change 

in work, change in personnel, change in the society, 

change of laws and change in marketing have influenced 

personnel selection. In literature, there are a number of 

studies which use heuristic methods for employee selection. 

A fuzzy Multi Criteria Decision Making (MCDM) 

framework based on the concepts of ideal and anti-ideal 

solutions for the most appropriate candidate. Also, a fuzzy 

number ranking method by metric distance for personnel 

selection problem was proposed and a personnel selection 

system based on fuzzy AHP was developed in. 

Information Technology Consultant (IT) companies 

can maintain their business through IT project work 

obtained from their client companies. Most of the 

employees will be placed in the client's office or 

commonly referred to on site. Of course, each client 

company has different characteristics, work habits and 

pressures, so that not infrequently many employees who 

when placed, do not feel comfortable with the client 

company choose to resign from the company, but do not 

rule out some employees are able to survive in 

conditions the. Because of the many turnovers that 

occur, a company that has invested a lot of things for its 

employees becomes a loss in terms of time for training 

employees as well as their expenses. Therefore, the 

accuracy in choosing employees is very important to do 

and there are many aspects of the prospective employee 

that must be seen before being accepted so that 

recruitment is effective and objective.  

Fuzzy Logic 

Fuzzy Logic is a method that processes parameter 

values that can be absolute values. In other words, fuzzy 

logic can process human language that can be a definite 

value (Utama, 2017). 

According to Utama and Taryana (2019) Fuzzy Logic 

(FL) use is practically broad. This method has been 

technically employed by many researchers in their 

research activities as a fundamental method. Basically 

FL has been used to minimize biased savor when 

someone adjust a parameter value. Through using 

common scheme “Fuzzification-De-fuzzification”, crisp 

input is converted to become crisp output before being 

functioned for further purposes (e.g., prioritizing). Fuzzy 

logic refers to fuzzy sets that were first published by 

Zadeh. Initially, each data or element has one of 2 labels, 

yes or no (0 or 1). In fuzzy sets, this label is developed 

with the presence of levels between 0 to 1, meaning that 

the value of a data or element is no longer 0 or 1 but is 

elaborated again for example 0.5 which has 50% value 0 

and 50% value 1. Calculation of this level can be done 

with functions standards such as triangles, trapezoidal, 

Gauss curves depending on the case that want to solve 

(Karatop et al., 2015).  

Mammadova and Jabrayilova (2014) conducted a 

research on employee hiring decision making by 

applying the Fuzzy method. According to them, this 

method can solve the problems of previous studies 

(multi-criteria assessment and sequencing) that can use 

qualitative and quantitative data, eliminate the limit on 

the number of criteria and the number of experts, using a 

hierarchical structure of criteria. In addition, the key to 

more objective and transparent decisions is the unlimited 

number of relevant criteria. The results of this study, 

fuzzy logic can more accurately determine the selected 

employees with more specific reasons (because it is 

adjusted to the tendency of the criteria). But the 

drawback of this research is that it takes a long time to 

determine the criteria because it must involve experts. 

The competence of each expert is different so the criteria 

and weighting criteria are very dependent on the 

expertise of the experts. In addition, over time, of course 

the criteria will be more diverse and may be subject to 

change according to company needs. Criteria and criteria 

weighting must always be updated over time. In 

addition, this fuzzy method is a method that is 

practical and easy to understand and accurate (with 

appropriate criteria and weighting) with a wider range 

of decision levels. Some studies that combine fuzzy 

logic with other methods such as AHP and TOPSIS 

produce better and more accurate weighting criteria 

(Mammadova and Jabrayilova, 2014; 2018). 

Data Mining Classification 

The data mining classification method uses 

supervised learning that can classify data according to 

predetermined label classes. Some algorithms that are 

often used are decision tree and Naïve Bayes 

classification. With classification, the model that has 

been built can predict data samples based on historical 

data that has been studied previously (Pal and Pal, 2013). 

The classification method divides the data into several 

sets, namely training data, validator data and testing data. 

Training data is used to study data and find patterns that 

are informative or have important knowledge, data 

validators have data that are used to validate models that 

have been formed based on learning outcomes of 

training data, furthermore and testing data are used to 

test the accuracy of decision making.  
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Chien and Chen (2008) have conducted personnel 

selection using data mining in a high-technology industry. 

They have compared four classification algorithms of 

CHAID, CART, ID3 and C4.5. Finally, they were using 

CHAID for the decision tree because of the most data were 

categorical values. Furthermore, Azar et al. (2013) have 

done the same approach by using data mining for personnel 

selection in a commercial bank. They compared four 

classification algorithms of QUEST, CHAID, C5.0 and 

CART and found that C.5.0 (extension of C4.5) had the 

best accuracy of 80.43%. Both of Chien and Chen (2008) 

and Azar et al. (2013) using demographic data such as age, 

sex, marital status, university, degree, mayor, experience 

year, etc., C.4.5 or C.5.0 have capability in dealing with 

numerical and categorical data value at one.  

Methodology 

The flow diagram shown in Fig. 1 is the steps that 

will be the reference in this research.  

Literature Study 

Start with collecting all journal articles, books and 

other references that explains about decision making in 

personal selection or employee recruitment. Then, learn 

about the methods used in the decision support system, 

especially for employee hiring cases in companies. 

Data Mining Process 

Cross Industry Standard Process for Data Mining 

(CRISP-DM) model is used in this research to carry out the 

data mining process. There are six phase of data mining 

process as shown at Fig. 2 (Wirth and Hipp, 2000).  

Phase 1: Business Understanding 

This phase is done by conducting discussion with 

Human Resource Division manager and staffs (will be 

called with experts) to understanding the research 

objectives, requirements from business perspective, 

determine data mining goals.  

Phase 2: Data Understanding 

The data understanding will be started with data 

collection that gained from Human Resource division 

representative. The data consist of all historical data of 

employees who have been hired in the IT consultant 

company. The data are obtained since the employee 

started to apply a job (demographic data, educational 

background, working experience, etc.,) until employee 

performance data each year. After that, an attribute 

definition matrix is produced to ensure that the 

researchers and the business have same perspective 

about the data attributes. The matrix consists of attribute 

name, attribute definition and attribute sample value as 

shown at Table 1. 

Phase 3: Data Preparation 

In data preparation, all defined attributes and their 

values are processed to construct the final dataset that 

will be used in data mining models. The process starts 

with attribute selection by choosing only important 

attributes based on experts’ perspectives. Furthermore, 

data cleaning is applied to eliminate missing values and 

outliers. Finally, data transformation is applied to 

simplify the attribute values, for example, the attribute 

"Average Key Performance Indicator (KIP) Result" has 

original values A, B, C, D and E, if transformed, from 

five values can be simplified into two values, namely 

"Recommended" and "Not recommended", so that the 

value of A will enter the "Recommended" group, while 

B, C, D and E will enter the "Not Recommended" group. 

The objective of data cleansing and transformation is to 

achieve better quality of data before fed into data mining 

models (Azar et al., 2013). During data preparation phase, 

expert representatives are still involved to avoid mistakes. 

 Next, defining the predictor attributes and target 

attribute from the dataset (target attribute can be 

called as label in data mining). Target attribute is set 

as employee classification whether each hired 

employee is actually classified as “Recommended” or 

“Not Recommended”. This target attribute is gotten 

from transformation result of “Average Key 

Performance Indicator (KIP) Result” original 

attribute. Meanwhile, the predictor attributes are 

gotten from all attributes other than label, such as age, 

marital status, degree, etc., which are used to predict 

target attribute value. 

Phase 4: Modeling 

In modeling phase, several selected data mining 

technique models are applied. The model references can 

be found when doing literature study on the similar case 

study documentations. In this case, the models are 

focused on classification data mining to find out what 

kind of employee is recommended to be hired or not. 

The classification model that can be used such as Naïve 

Bayes, Decision Tree, Random Forest and Support 

Vector Machine. In this research Rapidminer tool is used 

to build the data mining models. 

Phase 5: Evaluation 

In this step, every data mining model are evaluated. 

Model with highest accuracy is selected as the best 

classification model. Beside accuracy, classification data 

mining model also produces important attribute’s 

weight. Attribute weights determine whether certain 

predictor attributes have a strong effect to the target 

attribute or not. These attribute weights later calculated 

to construct rule base matrix on fuzzy logic. 
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Fig. 1: Research flow for employee selection 
 

 
 

Fig. 2: CRISP-DM process model 
 
Table 1: Example of attribute definition matrix 

No Attribute Attribute description Example Value 

1 Employee ID Unique number that identifies the employee and CEA001, ABC321, DNR122 
  distinguishes one employee from another employee 
2 Employee name The name of employee who has been hired Adelina Putri 
3 Position Employee position in the company Consultant, PM, Officer, Sales 
4 Role Employee title/role in the company Division head, department head 
5 Grade Grade of employee when joining the company 1,2,3,4,5,6,7,8,9,10,11 
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Phase 6: Deployment 

The knowledge that gained from the classification data 

mining model can be used to develop proper decision 

support system. In this case, we using the knowledge to 

build rule base matrix for fuzzy logic process. 

Fuzzy Logic Process 

Fuzzy logic process in this research is using 

Mamdani method because of its superiority that is easy 

to understand and has the ability to produce precise and 

accurate decisions (Febriany, 2016; Magdalena, 2015). 

Step 1: Membership Function Construction 

Every attribute value has different importance level 

(in fuzzy logic can be called Linguistic Variable). The 

linguistic variable values can be various and depends of 

the case, but in this case simply uses three values, Not 

Recommended (NR), Recommended (R) and Highly 

Recommended (HR). The membership function that 

used in this case is the combination of trapeze and 

triangle function as shown in Fig. 3., where the notation 

for µNR, µR, µHR is defined as Equation 1 to 3. 
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The notation for µHR is defined as:  
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Step 2: Rule Base Definition 

This step is the longest step in fuzzy logic because it 

should be listing all attribute value combination with 

the decision. Most studies ask the experts to determine 

the rules but the more attribute values, the more rules 

that must be made. So, with help of data mining 

attribute results and attribute weights, we can easily 

construct the rule base. 

Rule Base works with combines all attribute value to 

produces a decision and turns it become rules. The rule 

can be written as follows (Equation 4): 

 

  

 

1 1 2 2 ...IF X is A AND X is A AND AND

Xn is An THEN Y is B
  (4) 

 

Where, X is an attribute involved with A as X’s attribute 

value and Y is the decision attribute with B as Y’s 

attribute value. N depends of how many attribute 

involved in the rule. A is converted from X’s attribute 

value as shown at Table 2. For example, attribute X1 

with value X11 is converted to HR as A, so X1 = HR. 

To convert each attribute value to linguistic variable, 

we are using how many percentages of employees with 

recommended label in the dataset have the attributes 

value. For example, in Table 3 shows that attribute value 

X11 has 72% of recommended employees, while X12 only 

has 28% of recommended employees, so, X11 will has 

HR as linguistic variable value and X12 has R. This 

linguistic variable determination is done with the 

collaboration with experts. 

After all attribute values has its linguistic variable, 

the next step is find the final weight of attribute values 

with multiply the attribute weight that gained from data 

mining steps with the recommended employee 

percentage as shown in Table 4. 

From the final weight, the next step is determining 

the highest total of final weight based on attribute 

values combination. In Table 4, the highest total is 

1.56 that come from combination of X1 = HR AND 

X2 = HR AND X3 = HR. 

 
Table 2: Attribute value and linguistic variable mapping 

Attribute Attribute Linguistic  

(X) value (x) variable (A) 

 X1 X11 HR 

 X12 R 

X2 X21 NR 

 X22 R 

X3 X31 HR 

 X32 R 

 X32 NR 

 
Table 3: Attribute value conversion to linguistic variable 

Attribute Attribute Recommended Linguistic 

(X) value (x) employees percentages variable (A) 

 X1 X11 0.72 HR 

 X12 0.28 R 

X2 X21 0.9 NR 

 X22 0.1 R 

X3 X31 0.25 HR 

 X32 0.50 R 

 X33 0.25 NR 
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Table 4: Final weight of attribute values 

Attribute Attribute Attribute Recommended Employees Linguistic  Final Weight  

(X) Weight (AW) Value (x) Percentages (REP) Variable (A) (AW* REP) 

 X1 0.86 X11 0.72 HR 0,62 

  X12 0.28 R 0.24 

X2 0.75 X21 0.9 HR 0,68 

  X22 0.1 R 0.08 

X3 0.51 X31 0.50 HR 0.26 

  X32 0.37 R 0.19 

  X33 0.13 NR 0,07 

 

 
 

Fig. 3: Membership function example 
 

As result, we can build the rule base matrix with all 

combination of attribute values and the decision. To find 

the decisions, we need threshold value for the total final 

weight each combination. If a combination is equal or 

greater than the threshold value, then it will has “Yes” as 

decision, but if the combination is less than the threshold 

value, the it will has “No” for the decision. In this case, 

we need expert decision to decide the threshold. 

Step 3: Fuzzification 

In this research, the fuzzification process will be using 

Mamdani method. The Mamdani method consists of fuzzy 

set construction, implication function application, rule 

composition and defuzzification. Fuzzy set construction is 

the process to map the input value into the membership 

function using interpolation linear as suggested by Utama 

(2017) with following formula (Equation 5): 
 

 1
1 2 1

2 1

X X
Y Y Y Y

X X


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
 (5) 

 
Where, X is the input value between X1 and X2 value and 

Y is the µvalue between Y1 and Y2 (0 and 1). µ value for 

each X will be used to find implication function (MIN) 

for all rules with the following formula (Equation 6): 
 

 1 1min ...t n npredicate A X A X             (6) 

After calculating implication function for each 

rule, then the MAX function is applied to make a 

composition between all rules. This rule composition 

is using formula (Equation 7): 

 

      max ,i i iµsf X µsf X µkf X  (7) 

 

Where, µsf (Xi) is the µvalue of the fuzzy solution until 

rule-i and µkf(Xi) is the µvalue of the fuzzy consequent 

until rule-i. This result is used to construct a new 

membership function of decision that will be the input of 

defuzzification process. 

Step 4: Defuzzification 

This step is done by converts the fuzzy sets that 

obtained from fuzzification steps into a crisp value. 

Defuzzification process uses the Centroid method 

with determine moment, area and center point. To 

determine the center point, will using the formula 

(Equation 8): 
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a
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where, z is the result of defuzzification,  
b

a
A z zdz is 

the formula to calculate the moment and  
b

a
A z dz to 

calculate the area. The obtained z value will be used to 

compare all candidates. 

Results and Discussion 

To process the data mining until using the fuzzy 

logic, there will be several steps. 

Collecting Data 

The collected data in this study are the employees’ 

data of IT Consultant companies which is established 

from 2007 to 2019 with 247 rows of data with 211 active 

employees (85.5%) and 36 (14.5%) resigned employees. 

In this study, only employees’ data with “Consultant” 

position is collected, consists of 170 (68%) with 145 

active employees and 25 resigns with existing attributes 

are as follows: Employee ID, Employee Name, Position, 

Role, Grade, Joining Date, Length of Service, Sex, 

Marital Status, Religion, Birth Date, Age, Degree, 

University, University Accreditation, Employee Status, 

Resign Flag, Resignation Date, KPI Average, 

Recruitment Source, Working Experience. 

Preprocessing Data 

Process data that has been collected previously and 

determine the attributes that will be used in research. The 

selected attribute is an attribute that has the possibility of 

influencing employee selection.  

Feature Selection: From all the attributes, only 7 

attributes are taken as predictor attributes and 1 attribute 

as labels: 
 
o Target attribute/Label: Performance Assessment. 

The attribute has 2 values: “Yes” refers to 

recommended employees and “No” refers to not 

recommended employees. This attribute is come 

from KIP Average with Outstanding value for “Yes” 

and other than that will marked “No”. In 

membership function, this attribute will be called 

Decision attribute 

o Predictor Attributes: Working Experience 

(number of years), Sex (male, female), Marital 

Status (single, married), Join Age (difference 

between join date and birthdate), Degree (S1, 

Under S1, S2), Recruitment Source (Internal, 

External), University Accreditation (A, B, C) 

 

The selected features/attributes are gained based 

on related works from the previous research and 

experts’ perspective. Table 5 shows the related works’ 

predictor attributes. 

Data Cleansing: Data cleansing is done when there is 

inconsistent or duplicated data. The steps taken are fill in 

the missing value with the mean or mode of the attribute 

value and deleting redundant data manually. For the data 

used in this study, the data obtained is no redundant. 

Data Transformation: Data transformation is 

conducted to do data normalization, eliminate outliers 

and transform attributes value. 

Data Mining Classification 

Data mining experiment which has conducted in this 

research were using Rapidminer Studio tool.  

Figure 4 shows the process of decision tree using 

C4.5 using Rapidminer tool. 

Several classification methods are tried to get the 

most accurate classification, such as Decision Tree 

(C4.5), Random Forest, Support Vector Machine (SVM) 

and Naïve Bayes.  

The results obtained in Fig. 5 state that the decision 

tree has the highest accuracy of 87.87%, followed by 

SVM, Random Forest and Naïve Bayes. 

Based on the accuracy, decision tree (C4.5) technique 

is used to make rules of classification and to calculate 

the attribute weight of importance. Fig. 6 shows the 

result of decision tree for recruitment classification. It 

shows that only 6 attributes have used to make a 

classification tree. 

 
Table 5: Related works’ predictor attributes 

No Related works’ predictor attributes References 

1 Age Chien and Chen (2008; Azar et al., 2013; Supriaty et al., 2016; 

  Harpad, 2018; Tai and Hsu, 2006) 

2 Gender Chien and Chen (2008; Azar et al., 2013) 

3 Marital Status Chien and Chen (2008; Azar et al., 2013) 

4 Degree Chien and Chen (2008; Azar et al., 2013; Lytvyn et al., 2016; 

  Mammadova and Jabrayilova, 2018; Harpad, 2018; Tai and Hsu, 2006) 

5 University/School Chien and Chen (2008; Kelemenis and Askounis, 2010; Azar et al., 2013; 

  Lytvyn et al., 2016) 

6 University Majority Chien and Chen (2008; Azar et al., 2013) 

7 Work Experience Chien and Chen (2008; Azar et al., 2013; Karatop et al., 2015; 

  Supriaty et al., 2016; Tai and Hsu, 2006) 

8 Recruitment Source Chien and Chen (2008) 
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Fig. 4: C.4.5 Decision tree process using rapidminer 
 

 
 

Fig. 5: Data mining accuracy comparison 

 

 
 

Fig. 6: C.4.5 decision tree for employee recruitment 
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Working experience Yes Sex 

> 2.907  2.907 

> 7.895  7.895 

Sex Working experience 

Femal
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Male 

Femal
e 

Male 

Married Single 
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> 4.984  4.984 

Sumber Rekrut Class 
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No 
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The tree explains that: 

 

University Accreditation = A 

| Join Age > 21.195 

| | Working Experience > 9.412: NO {NO = 19, YES = 0} 

| | Working Experience ≤ 9.412 

| | | Working Experience > 7.895 

| | | | Sex = Female: NO {NO = 1, YES = 1} 

| | | | Sex = Male: YES {NO = 1, YES = 2} 

| | | Working Experience ≤ 7.895 

| | | | Working Experience > 4.984: NO {NO = 7, YES = 0} 

| | | | Working Experience ≤ 4.984 

| | | | | Sumber Rekrut Class = External 

| | | | | | Marital Status = Married: NO {NO = 4, YES = 0} 

| | | | | | Marital Status = Single: NO {NO = 40, YES = 12} 

| | | | | Sumber Rekrut Class = Internal: NO {NO = 5, 

YES = 0} 

| Join Age ≤ 21.195: YES {NO = 0, YES = 3} 

University Accreditation = B 

| Marital Status = Married 

| | Working Experience > 9.033: YES {NO = 1, YES = 2} 

| | Working Experience ≤ 9.033: NO {NO = 8, YES = 0} 

| Marital Status = Single 

| | Working Experience > 2.907: NO {NO = 14, YES = 0} 

| | Working Experience ≤ 2.907 

| | | Sex = Female: NO {NO = 3, YES = 0} 

| | | Sex = Male: NO {NO = 8, YES = 1} 

University Accreditation = C 

| Sex = Female: NO {NO = 3, YES = 1} 

| Sex = Male: NO {NO = 34, YES = 0} 

 

From the related works, Table 6 shows the mapping 

of related works’ attributes with the experts’ attributes. 

Even though the accuracy of the data mining 

model is high, not necessarily the precision level is 

also high because there is imbalance between the 

labels “Yes” and “No”. This is proved by the 

precisions produced, where “No” prediction gains 

88.82% precision and “Yes” prediction only gains 

44.44% precision. Therefore, to make it more precise, 

the expert perspectives will be involved by combining 

the experts’ attribute weight that obtained from 

attribute ratting surveys and the data mining’s 

attribute weight of importance. 

Table 7 shows the average weight of the attributes 

which used in data mining and from the experts’ 

perspective. This weight will be used to fuzzy logic 

process to recalculate the decision to assess the 

personnel candidate whether accepted or rejected. 

Fuzzy Logic Implementation 

The fuzzy logic process starts with determine the 

membership function of each involved attribute. They are: 

Figure 7 shows the membership function of Join Age 

attribute where (Equitation 9 to 11): 
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Figure 8 shows the membership function of 

University Accreditation attribute where (Equitation 

12 to 14): 
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Figure 9 shows the membership function of Degree 

attribute where (Equitation 15 to 17): 
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0; 2.5  7.5

2.5
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Figure 10 shows the membership function of Marital 

Status attribute where (Equitation 18 and 19): 
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Figure 11 shows the membership function of 

Recruitment Source attribute where (Equitation 20 and 21): 
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Fig. 7: Join age membership function 
 

 
 

Fig. 8: University accreditation membership function 
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Fig. 9: Degree membership function 
 

 
 

Fig. 10: Marital status membership function 
 

 
 

Fig. 11: Recruitment source membership function 
 
Table 6: Predictor attributes of related works and experts mapping 

No Predictor attributes Experts Related works 

1 Join age  V V 
2 Working experience V V 
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Table 7: Average weight of attributes 

No Attributes Data mining weight (A) Experts weight (B) Average weight (A+B)/2 

1 WE 0.63 0.76 0.70 

2 JA 0. 08 0.74 0.41 
3 DE - 0.64 0.32 

4 UA 0.04 0.51 0.28 

5 SE 0.15 0.33 0.24 
6 RS 0.03 0.36 0.20 

7 MS 0.07 0.30 0.18 

 

Figure 12 shows the membership function of Sex 

attribute where (Equitation 22 and 23): 
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Figure 13 shows the membership function of Working 

Experience attribute where (Equitation 24 and 25): 
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Figure 14 shows the membership function of Decision 

attribute where (Equitation 26 and 27): 
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After defining all membership functions, the next 

step is defining the rule base matrix as shown in Table 

10. There are 432 rules with 110 rules are decided as 

“Yes” and 332 rules are decided as “No”. The decision is 

calculated with the threshold value (Equitation 28): 
 

  0.75Threshold Value Highest ruleweight   (28) 

Where, 0.75 is come from experts’ perspective and the 

highest rule weight is come from total attributes’ weight 

from Equitation 29. So the Highest Rule Weight gained 

is 0.67 and the Threshold value gained is 0.5. If a rule 

weight is more the highest rule weight is come from 

(Equitation 29): 

 

    

    

   

      

exIF Recruitment Source R AND S HR

AND Marital Status Single AND University

Accreditation HR AND Working Experience

HR AND Join Age HR AND Degree Class HR

 





  

 (29) 

 

And the 0.75 is come from experts’ perspective that 

distinguish fulfil 75% of highest rule weight (100%) and 

vice versa. which rules can. 

Furthermore, fuzzification process is done with 

entering the input values. The input values are mapped 

into the defined membership function. For the 

categorical values, we ask the experts decision to 

determine the input value in numerical format. For 

example, there are following inputs. 

 

 Join Age: 24 years’ old with X = 24 

 Working Experience: 3 years with X = 3 

 University Accreditation: A with X = 6.5 

 Marital Status: Single with X = 7 

 Degree: S1 with X = 7 

 Rec Source: External with X = 7 

 Sex: Male with X = 6 

 

By using linear interpolation of the membership 

function, we got membership function attribute value as 

shown in Table 8. 

The gained membership function attribute values are 

combined using implication function (MIN). Here are 

the examples: 

 

[R115] IF Join Age is Not Recommended AND Working 

Experience is Recommended AND University 

Accreditation is Recommended AND Marital Status is 

Not Recommended AND Degree is Not Recommended 

AND Recruitment Source is Recommended AND Sex is 

Recommended, THEN Decision is NO: 

 

 115 0,0.125,0.4,0.2,0,0.8,0.6 0predicate min   
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[R12] F Join Age is Highly Recommended AND 

Working Experience is Highly Recommended AND 

University Accreditation is Recommended AND Marital 

Status is Not Recommended AND Degree is Not 

Recommended AND Recruitment Source is Not 

Recommended AND Sex is Recommended, THEN 

Decision is YES: 
 

 12 0,0.875,0.4,0.2,0,0.2,0.6 0predicate min   
 

 

[R52] IF Join Age is Not Recommended AND Working 
Experience is Highly Recommended AND University 
Accreditation is Highly Recommended AND Marital 
Status is Not Recommended AND Degree is 
Recommended AND  
Recruitment Source is Not Recommended AND Sex is 

Recommended, THEN Decision is NO: 
 

 52 1,0.875,0.6,0.2,0.2,0.2,0.6 0.2predicate min   

 
 

Fig. 12: Sex membership function 
 

 
 

Fig. 13: Working experience membership function 
 

 
 

Fig. 14: Decision membership function 
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Table 8: Membership function attributes and values 

Membership function attribute Membership function attribute value 

μJoinAgeNR 1 

μJoinAgeR 0 

μJoinAgeHR 0 

μWorkingExperienceR 0.125 

μWorkingExperienceHR 0.875 

μUniversityAccreditationNR 0 

μUniversityAccreditationR 0.4 

μUniversityAccreditationHR 0.6 

μMaritalStatusNR 0.2 

μMaritalStatusR 0.8 

μDegreeNR 0 

μDegreeR 0.2 

μDegreeHR 0.8 

μRecruitmentSourceNR 0.2 

μRecruitmentSourceR 0.8 

μSexR 0.6 

μSexHR 0.6 

 

Table 9: Moment and area values 

Area name Moment values Area values 

D1 10.8 3.6 

D2 2.9 0.45 

D3 0 0 

 

Table 10: Example of rule base matrix 

 Input       Value     

 ---------------------------------------------------------------- ---------------------------------------------------------------------- Output 

Rule JA WE UA MS  DE RS SE JA WE UA MS  DE RS SE SUM Decision 

1 NR R NR NR NR NR R 0.06  0.07  0.01  0.02  -  -  0.04  0.20  NO 

2 R R NR NR NR NR R 0.14  0.07  0.01  0.02  -  -  0.04  0.27  NO 

3 HR R NR NR NR NR R 0.55  0.07  0.01  0.02  -  -  0.04  0.69  NO 

4 NR HR NR NR NR NR R 0.06  0.18  0.01  0.02  -  -  0.04  0.31  NO 

5 HR HR R NR NR NR R 0.55  0.18  0.04  0.02  -  -  0.04  0.83  YES 

 

 
 

Fig. 15: Defuzzification membership function 
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After calculating the application of the implication 

function for each rule, then the MAX function is used to 

do the composition between all the rules and gains: 

 

 

    

 

,

0.6,0

Composition X

max DecisionNO X DecisionYES X

max



 





 (30) 

 

Where, these values are then entered into the (26) and (27) 

formulas and get the result of Z = 6 for μDecisionNO(Z) = 

0.6 and Z = 7.5 for μDecisionYES(Z) = 0. 

As result, a new membership function is formed and 

will be used for defuzzification step (Equitation 31): 
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;6 7.5
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 (31) 

 

Figure 15 shows the area that are formed by the 

defined membership function in Equation (31).  

This area is divided in 3 area, D1, D2 and D3.  

So, using the formula from Equation (8), the moment 

and the area values are defined in Table 9 and the result 

of Z is 3.388. 

Based on the Equitation (26) and (27), if Z is under 5, 

the candidate will be automatically categorized as “No”. 

So in this case, the candidate is rejected. 

Conclusion 

This paper has explained the detail of data mining 

process to classify the prospective employee whether 

will be accepted or rejected based on experimental or 

historical data. Researcher found that C.4.5 data mining 

model is the most accurate model to be used to find 

involved attributes with their importance weight. The 

data mining is indeed a very good way to avoid the 

subjectivity in decision making, but in this case study, 

the collected data tends to be small and even though with 

high accuracy, the precision of classification is still low 

because of imbalance classes of label (total of “Yes” and 

“No” in classification). Therefore, fuzzy logic is used to 

increase the validity of decision by collaboration with 

experts in attribute weighting. And finally the methods 

build can produce decision with specific weight which 

can distinguish between one prospective employee and 

others prospective employee.  

The scope of this research is limited by total 

historical employee data and the used attributes. In future 

research, will be better if using bigger historical data and 

add more attributes such as IQ, EQ, Personality test 

result, English proficiency test and other related test to 

optimize the produced method later.  
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