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Based on Multi-Response L ocal Polynomial Modeling

'!Nur Chamidah?l. Nyoman Budiantar&€Sony Sunaryo andsmaini Zain
'Department of Mathematics, Faculty of SciencesTewhnology,
Airlangga University, Surabaya, Indonesia
2Department of Statistics, Faculty of Mathematicg Biatural Sciences,
Sepuluh Nopember Institute of Technology, Surablgnnesia

Abstract: Problem statements: Anthropometry measures used to measure physidadre
growth are not onlyweight but also height and hedumference. In this study we develop the
estimation of multi-response localpolynomial regies and apply it to design growth chart for
children up to five years old based on three respeariables i.e., weight, height and head
circumference Approach: Based on local polynomial estimator, wedescribe éegmation of
multi-response nonparametric regression model bgguweighted least squared. Themodel is
applied to design health card of children up te fixears old by using children data in Surabaya,
Indonesia. Generalized Cross Validation (GCV) méti® used to determine the order of local
polynomial fit and the bandwidthfor each responseiable. Results: We formulate the multi-
response local polynomial modeling and give agiesif health card of children up to five years
old in Surabayacity, Indonesi@onclusion: The child growth chart based on multi-responselloca
polynomial modeling showsincreasing of childrenritioin in Surabaya 2010.Because of the strong
correlations among all three response variablesjtheltaneosly approach for model estimationis
better than partly single response approach. Tdtref simultaneosly model estimation based on
multi-response local polynomial modeling satisfig®dness of fit criterion i.e., mean squared error
value tend to zero and determination coefficiedtigaend to one.
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INTRODUCTION Many authors studied multi-responsenonparametric
regression model. Wang al. (2000) proposed spline
There are many cases that involve thesmoothing for estimatingnonparametric functionarfro
regressionmodel has more than one response vagiablbivariate data with thesame variances of erroreémh
thatcorrelate each others. In that case, the multisame response (i.eZ,j=12) and applied it to

responsenonparametric - regression model provideg, mone data. Welsh and Yee (2006) considered bi-
powerfultools to model the functions which draw oo, onse |ocal linearregression and applied to cbloo

association. ofthéasle V%”"’}bles' .LOC?' pOIVnom.'alpressure data which hasresponse variables i.gqlisys
estimation Is widelyused for estimating regression,,y iasiolic andpredictor variable i.e., Body Mass

function because it issimple and easy to understan ndex (BMI). Lestari et al. (2010) studied the
ITo_caIponnomlaI estimator s obtained by chally estimating of multi-responsenonparametric regressio
fitting a dth degree polynomial to data by weightedy,geq o spline estimator. In case of heterosdeitigst

least squares. The IOC"’." polynomial estim_qtor QGsen Chamidah (2012) studied estimation of biresponses
on twoparameters, Wh.'Ch must be specified €., th?ocal polynomialregression model and applied the
order oflocal polynomial fit (d) and the smoothing model to estimategrowth curve of children up tocarng
parameternamed bandwidth (h). These two parameteps age basedon their weight and height

have asimilar effect, in that a higher order fit or = “According to pediatrician Roumeliotis (2012) the
smallerbandwidth reduces bias but increases vajancgrowthof childrenduring the first 18 months grows
while alower order or larger bandwidth increasesrapidly andthen it decreases parallel with incregsf
biasbut reduces variance. age. It means locally model approach moreappreapriat
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to this data. Also, Roumeliotis (2012) stated var()= Ef- E€)]e - EE€)[ = Eleg"]
anthropometrymeasures which is used to measure 7

physical child growth are weightheight and head |&'& - &'l efe® - e - efel . el
circumference of children. It meansthat physicaldch - S : : S
growth is more realistic if it ismodeled by multi- Y. Y YU Y
response nonparametricregression approach. g%l o el ek . efED . e o @)

In this study, we discuss the estimation ofmulti- _¢ @ - S A
response local polynomial modeling whichhas i L i U L U
parameters, we use GCV method andthen apply the |.o. . (00 c0p0 .. g0 .. g0g0) ... g0
model to children growth data inSurabaya, Indonesia R o " nre
2010. It is necessary fordesigning health card that .

o ; @ 0 poo, - 0 oo 0
Indonesia is called as KartuMenuju Sehat (KMS) dase S I
on children condition inindonesia. Currently, tht1& 0 .. @ 0 05O O oo
. o . . 1 P00, 0 P.OLO,
is used formonitoring health and growth children in P00, - 0 o, = 0 pgg, - 0
Indonesiabased on National Center Health Statistics| . - . R
(NCHS)chart, USA. The chart may not appropriate to™| g S pP0, O o @B o 0 - op,oo, =V
thecondition of Indonesian children. : : : : : SR : :

P00, - 0 pLO0, - 0 P A 0
MATERIALSAND METHODS P e T
L 0 - poOG 0 - pgo, =+ 0 - o |

Given multi-response nonparametric regressionas

follows Eq. 1: Matrix V is used to obtain weighted matrix
forestimating.
CZf(t)+g L i=12,.0n 1) In the local polynomial regression, there are

twoparameters, i.e., the bandwidth (h) and the roofle
. localpolynomial fit (d) that control the smoothnesfs
where, f(t,) =(f,(t).f,(t)....f. (t))"is a vector of thefit and also affect the bias-variance trade‘féuse

theunknown smooth function, generalized cross-validation method forchoosing
y, =y, y@,... ¥ )V andg, = (g®,e?,..."), Assume optimal h and d of each response.
£ ~iid.(0 Z)Where' Estimation of the function fj (t;)for each
- ) responseis:
o; P00, -+ P00, - )
= yD =
s -|Pa001 0% pupg, f ) =AMy =12,
o 10' o, p 2. c;z where,A (Rrepresents matrix as follows:
We can write the multi-response A(h;) = q[ XK (6 )X(d)} Xt(‘dj TKy(t:)
nonparametricregression model (1) into vector
expression as follows Eq. 2: To obtain optimal fand gbased on GCVmethod
given by Wu and Zhang (2006), we minimize:
Y =f+g )

n-lz": (y, 0 =02
where: GCV(h,)= m

Y :()j(l),)[(z),---,y('))T f= (f(l) F@ fm)T £ =(§u),§ (2)’.--§(r))T

RESULTS

By expression (2), of course, we can take variance From model (1), we estimate every element
oferrors vectore easily: of f(t) =(f,(t),....f, (t))" by local polynomial fitting which
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uses Taylor expansion approach.

for t in a neighborhood of,tve have Eq. 3:

fl (t) :f1(t0) +(t _to)f 1(t 9 +
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By Taylor expaHSIonme(to) (Y =X Bt) VK ()Y X At)  (5)

where K(.) is a Kernel function, h > 0:

Kilto) =diag K, (t; = to), K, (t,=to). K, (t =t

(2)
(-t 5l e (1- gl &, i
) <ot +(t—0f (L) +(t 122 K, —to):(Khj(tl—tO),KhJ(tz—t(),...,K (tn—to))
R I ) B (t)

. H t Bi(o) (J)t —(RrD t B(J') t SJ’) t !
f() f() ( )f(& E’(o)_ B(O)_BO(O)'l(O)"" d](o)
rt:rto-'-t_tOrt+

(1)
o £ (¢ By (to)
(t-t,)? r2(!o)+m+(t_t0)d, rdr(!o) d
X (@) 0
In terms of statistical modeling locally around o
to,we model (3) as follows Eq. 4: X, = ¢ :
0 X
fL () =B (to) + BV (t)(t —tg) +BY (Tt~ ) .
+ +B(j) (to)(t_t )dl J_l (4) l (tl tO) o (tl_to)J
e 0 1 - el
* XUIJ 1 (tz to) " (tz_to)d]
to :
Where: .
1 (tn_to) (tl_to)J
Ot
Bt =2 1202, o | | |
and V- is invert of variance-covariance matrix of
errorswhich is estimated from sample data. Thetisziu

To estimate model (4) from the sampleofEq.5is:
data[ti ,yi}in:lwe use local polynomial estimator . SV
definedas follows: @(tf’)_(xtov (X to) X KOy ©6)

25
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_L_'_—--.—
20 EEL «®
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= o®
e ot ‘. “..u...o'%w m 15thpercentile
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Fig. 1: Percentiles of weight children plot
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Fig. 4: Design of KMS for children in Surabaya
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Plotting weight versus age
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Plotting height versus age
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Plotting head circumference versus age
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Plotting weight. height and head circumference versus age
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Fig. 5: Plots the Slpercentiles estimation of weight,
height and head circumferenceversus age

So, from Eqg. 6 we get the local polynomialestimatbr
f(t,) Eq.7:

f(t) =e" (X[ VK (1)X,) X VK ()Y, (7)

Table 1:0ptimal bandwidth, polynomial order and GCV value

Optimal Optimal GCV
Percentil Response order bandwidth value
5 (y1) 3 2.64 0.049270
(y2) 1 0.13 0.042860
(y3) 2 470 4.279840
15 (y1) 2 1.77 0.025560
(y2) 2 2.46 0.072490
(y3) 3 8.35 2.643760
25 (y1) 1 0.63 0.114120
(y2) 1 1.12 0.045420
(y3) 3 7.83 2.214360
50 (y1) 3 2.72 0.212460
(y2) 3 2.02 0.028280
(y3) 3 1.06 0.152698
75 (y1) 2 2.83 0.252890
(y2) 2 2.96 0.113100
(y3) 2 3.57 2.535190
85 (y1) 1 0.87 0.238570
(y2) 2 2.83 0.068760
(y3) 2 3.70 2.972110
95 (y1) 2 0.67 0.103140
(y2) 3 1.32 0.034180
(y3) 1 2.63 2.770170

T.
wheree” =(g,0,...6., 0ifigrs +OrgBs 1 ap ) IS

vector whichhas elements
e.l.:]'!%l+2: l’§+d2+3: 11""lr9dz+ ot r: and 0
elsewhere.

The data used for applying the modelcontainsof
1700 children obtained from community healthcenter
in  Surabaya 2010. The data that describes
childrengrowth in Surabaya consists of 3 response
variables.These are;:;yweight (kg), y. height (cm)
and w:head circumference. (cm). While a predictor
variable isage (month). In every month of childrage
i.e., from O until 60, we determiné"5ercentile, 1%
percentile, 25 percentile, 50th percentile, 7Hercentile,
85" percentile and 9%percentile.

Plotting of percentiles of weight, height and
headcircumference versus age are shown in Fig. 1-3,
respectively.

Based on GCV method, we create R-code
forchoosing bandwidth and optimal order of polynaimi
for each response. These results are given in Table

These results given in Table 1 are used for designi
child growth chart in KMS based on the three respen
local polynomial estimation. The chart is showrFig.

4 as follows. Based on Table the results of the 30
percentiles estimation of weight, height and head
circumference versus age give the mean squared
error value 0.0514 and coefficient determination
99%. Plots the estimation of $Opercentiles of
weight, height and head circumference versus age ar
shown in Fig. 5.
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